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ABSTRACT 

Cloud computing, the Internet based computing that won a lot of momentum 

for its flexibil ity and elasticity, provides shared data and processing 

resources as services allowing users to not need to have their own 

infrastructure and follows the pay -as-you-go model . A Cloud computing 

system based on virtualization technology can enhance the flexibil ity of load 

deployment through dynamic resource expansion.  The scheduling is defined 

into two levels of host and Virtual Machine (VM). In virtual machine level, the 

tasks are allocated to virtual machines, and in host level, the virtual 

machines to the hosts. The optimization of tasks performance is one the 

most important subjects in cloud environments. In this paper, w e review 

several aspects of the scheduling l iterature for cloud computing.  

INTRODUCTION 

The collection of interconnected computers that consists of more than one united calculation resource is known as the 

cloud. In recent years, the advancement of cloud computing has helped simulate the quick arrangement cloud computing 
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of inter connected data centers that are geographically dispersed for offering high quality and dependable services. These 

days, cloud computing has turned into an efficient paradigm to offer computational abilities on a ‘‘payper-utilize’’ premise. 

Cloud computing brings the adaptation and change in the IT business. With its developing application and promotion, 

cloud computing offers wonderful open doors, as well as confronts many difficulties in the advancement of traditional IT 

recently, cloud computing has risen as other Internet based model for empowering clients. It can organize availability to a 

shared pool of configurable assets on request, which can be immediately provided and discharged with very little 

administration or cloud provider collaboration because of this novation, many advantages such as improved benefits in 

the marketplace place with respect to time, cost, stack adjusting, and storage can be realized. A scheduling algorithm is 

utilized to plan the task with greatest evaluated gain or benefit and execute the task. However, computing ability in the 

distributed system shifts from various resources to the cost of resource utilized. These tasks are scheduled in view of 

client’s necessity. Additionally, if the number of clients using the cloud increases, scheduling becomes quite difficult and 

an appropriate scheduling algorithm needs to be utilized. In the early stage, some of the scheduling algorithms were 

developed in the context of grid computing and based on their performance many were adapted for distributed 

computing. In cloud computing, users may utilize hundreds or thousands of virtualized resources and it is impossible for 

everyone to allocate each task manually. Due to commercialization and virtualization, cloud computing handles the task 

scheduling complexity in the virtual machine layer. Thus, scheduling plays an important role in cloud computing to assign 

the resources to each task efficiently and effectively [1-3].  

 

                                                    LITERATURE REVIEW 

 

Related work 

An energy conscious scheduling algorithm with a load balancing approach is proposed by that uses bee colony feed 

search behavior to detect high and low load hosts. Virtual machines migrate from high load hosts to low load hosts. Also, 

if the host has a very low load, all its machines are migrated to other hosts to shut down the host in order to reduce 

energy consumption [4]. This algorithm measures the level of Service Level Contract (SLAV) breach to evaluate the quality 

of its work. The proposed algorithm significantly reduces energy consumption compared to conventional methods and 

similar energy aware methods [5]. 

The authors in proposed a scheduling algorithm to increase load balance and reduce energy consumption. In the 

standard ant colony method, ants first build their own solution and then produce a general solution, but in the ants are 

constantly updating a single set of answers instead of updating individual responses. Compared to the standard ant 

colony, this article has succeeded in reducing the rate of service level contract violations, reducing energy consumption, 

and increasing load balance. 

Energy allocation, scheduling and efficiency are important issues in cloud systems. In this article, allocation and 

scheduling to minimize the number of active servers. In this paper, feverfew algorithm is used for the allocation process. 

This algorithm belongs to the group of accidental algorithms, which means that a kind of random search is used to reach 

a set of solutions [6]. The main characteristic of fireflies is their flashing light. Fireflies move towards a worm that is 

brighter. The simulation results show that the proposed method has improved at runtime. One of the disadvantages of 

this article is that it does not take into account the criteria of energy and improving resource efficiency. 

An efficient binary bee colony based algorithm for scheduling tasks is presented by article, which uses a flexible ranking 

and scoring policy in the production stages of the initial colony population. The purpose of using this technique is to 
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increase the speed of convergence in future generations and to facilitate exploration in the space of global problem 

solving. The main purpose of this algorithm is to reduce the completion time. Compared to the standard bee colony, it has 

decreased the amount of completion time [7]. This research has a comprehensive evaluation but only considers the 

criterion of completion time. 

In this paper a load balancing method using high and low thresholds for selecting physical machines for virtual machine 

migration is proposed. The selected virtual machines are then placed in a host that consumes the least amount of energy 

to minimize energy consumption [8]. To evaluate the proposed method is compared with recent load balancing methods. 

An effective load balancing approach can reduce migration and energy consumption by minimizing the number of servers. 

In this paper, a load balancing method that uses the benefit of a physical host to migrate virtual machines is proposed. 

The proposed method selects the virtual machine when the physical host is overloaded or under loaded and migrates it to 

the host that consumes less energy. This paper proposes an algorithm for selecting and scheduling a virtual machine. The 

simulation results show the reduction of energy consumption, migration and simulation time. 

In presents a scheduling algorithm based on the genetic algorithm method, which tries to reduce response time and 

execution time by focusing on user satisfaction and achieving service quality [9]. User requests are divided into four 

categories based on time and budget constraints. To improve the results of the genetic method, a restart process has 

been added to the population update phase. Thus, if the best fit of the current population is below the threshold, half of 

the best chromosomes of the current population are added to the new population and the rest of the chromosomes of the 

new population are randomly generated. 

A good task scheduler should adjust its scheduling technique to the changing condition and the kinds of task. 

Consequently, a dynamic task scheduling calculation, for example, Ant Colony Optimization (ACO), is fitting for clouds. ACO 

calculation is an arbitrary search algorithm. This algorithm utilizes a positive criticism system and mimics the conduct of 

genuine ant colonies in nature to scan for food and to joint with each other by pheromone laid on ways voyaged. 

Numerous scientists utilized ACO to take care of NP-difficult issues, for example, voyaging sales representative issue, 

graph coloring issue, vehicle routing issue and scheduling issue. Earlier, a lot of researchers used this algorithm to explain 

the scheduling approach. Mathiyalagan, et al. used an enhanced ant colony algorithm to describe grid scheduling. To 

develop the competence of the system, they further brought in an adapted ant colony optimization algorithm for 

programming in grid computing, as exemplified in the work of Mathiyalagan, et al [10].  

In this paper, a dynamic energy driven virtual machine scheduling and migration algorithm based on a multi-source model 

is developed. This model can reduce energy consumption while maintaining service quality. In this model, a two threshold 

method using several sources for virtual machine migration is presented [11]. Modified Particle Swarm Optimization 

(MPSO) method has been introduced for aggregation and scheduling of virtual machines. The main contributions of this 

article include: 

 The multi-source energy-based aggregation and migration algorithm of virtual machines under dynamic load has 

been designed and implemented. 

 A two threshold method based on the use of multiple sources for virtual machine migration and the MPSO 

algorithm for redistribution of virtual machines is expressed. 

 Analysis between traditional MBFD and MPSO heuristic algorithms 

Compared to the MBFD algorithm, it has reduced the number of physically active nodes and the number of migrations. 

Clusim simulator is used to simulate the migration of virtual machines with dynamic multi-source load. The results show 

an improvement in energy efficiency, a reduction in the number of physically active nodes, and the migration of virtual 
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machines [12]. 

In this paper, using the completion time (Makespan) and cost, a solution is proposed and these two parameters are 

considered as main constraints for the optimization problem. In this paper, we merge two algorithms called Cuckoo 

Search Algorithm (CSA) and Opposition Based Learning (OBL) and combine a new hybrid algorithm called the Cuckoo 

Search Algorithm (OCSA) to create solutions to the above. Has provided. The proposed OCSA algorithm has shown a 

significant improvement over other task scheduling algorithms. The main purpose of the proposed way is to schedule 

tasks with the minimum completion time and cost. In this article, scheduling is done in parallel. For example, all tasks are 

processed simultaneously. Scheduling plays an important role in navigating tasks within the cloud. The scheduling 

process first analyzes how much resources are needed to complete the tasks and which task should be allocated to 

which computational component. Scheduling-based optimization method is proposed to overcome the problems in 

current scheduling methods to minimize cost and execution time. 

 

Cloud resource layers 

Based on resource distribution type, cloud computing is composed of three layers Infrastructure as a Service (IaaS), 

Platform as a Service (PaaS) and Software as a Service (SaaS) and in this way services are offered for users. IaaS: This 

layer is in the lower level and supports the needed infrastructure for servers like processors, storage and hardware 

Equipment. So users do not need to buy server, data center and network resources anymore. In addition, costs are paid 

based on the duration of using them. On the whole, it is feasible to say resource management is done in this level; such 

as Amazon EC2 [13,14]. PaaS: This is the middle layer of needed software and supporting them. This layer is a hosting for 

different environments offering services which are provided package; such as Microsoft Azure, Google application engine. 

SaaS: This is related to online software, such as an online office or Google Doc, which resolves various problems of 

traditional software like updating and deployment. In addition, it is helpful for reducing costs. For instance, Sale force 

CRM is software on cloud. Scheduling can be built in different layers of the service heap. As you can see in Figure 1, in 

different layers cloud has its own strategy. Therefore, the architecture composed of the SaaS, PaaS, IaaS heaps can be 

used to categorize scheduling problems into software layer, platform layer and infrastructure layer. Scheduling in SaaS is 

to schedule VMs to task, job, user applications, etc. 

Cloud resource layers based on resource distribution type, cloud computing is composed of three layers substruction as a 

service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) and in this way services are presented for 

users [14]. IaaS: This layer is in the lower level and supports the needed infrastructure for servers like processors, storage 

and hardware equipment. So users do not need to buy server, data center and network resources anymore. In addition, 

costs are paid based on the duration of using them. On the whole, it is possible to say resource management is done in 

this level; such as Amazon EC2 [5]. 
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Figure 1. Scheduling in different layers. 

 

 

 

DISCUSSION 

 

Task scheduling 

The scheduling is defined into two levels of host and virtual machine. In virtual machine level, the tasks are allocated to 

virtual machines, and in host level, the virtual machines to the hosts. The optimization of tasks performance is one the 

most important subjects in cloud environments. One of the problems is when a great number of users ask cloud 

resources at the same time; these difficulties could be solved by correct task scheduling to the available VMs. The aim of 

scheduling is usually loading distribution on VMs based on parameters like cost, response time, reliability, speed, utility, 

scheduling successful rate, deadline time, etc. Generally, in scheduling algorithms, there is a list of tasks attributed to all 

tasks made on the base of their priorities. The tasks are chosen based on their priorities and are allocated to the VMs [15]. 

 

System organization in distributed cloud systems 

In distributed systems, the overall system organization may have influence in the scheduler scope. This organization can 

be a result of the substructure architecture or existing policies and access controls. Regarding the system management 

organization, it can be classified in three categories: centralized, decentralized, and hierarchical (Figure 2). 
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Figure 2. Taxonomy for scheduler's organization in distributed systems. 

In figure, in a centralized management, the distributed system has a central entity that has information about the whole 

system and is accountable for managing its resources and jobs execution.  

On the other hand, a decentralized management is done through distributed algorithms that manage the system without 

a central entity. In such systems, management roles may be distributed over resources in the system [4]. Scheduling in a 

decentralized system is created by more than one scheduler, where each scheduler has information about part of the 

system and may interchange information with other schedulers to make decisions in a cooperative way. A decentralized 

non-cooperative distributed system considers that each scheduler is responsible for achieving its own objectives, 

irrespective the objectives of other schedulers.  

A hierarchical system structures the management in a tree like structure. Therefore, machines at a given level can 

communicate with machines at a level immediately above or below it in the hierarchy. With this, the distributed system 

management is shared, with entities that are higher in the hierarchy taking high level decisions while entities at the 

bottom make the low level decisions. 

Note that the centralized architecture can be seen as a particular case of the decentralized model where only one 

scheduler exists. In addition, algorithms for the centralized architecture can independently execute in each scheduler of a 

decentralized (or hierarchical) system. In this case, a scheduler component could be relationship for the communication 

among different schedulers to arrange jobs execution within different boundaries. A more detailed view of distributed 

systems organization can be found in. 

Dependent parameters in scheduling  

To evaluate each algorithm or scheduling, different parameters and variables could be taken into account, such as:  

Waiting time: the sum of elapsed time of a task in waiting line.  

Response time: the time of response is calculated from the time of task entering to system until the time of its exiting. 

 Make span: it is the subtraction time of finish time of the last VM from the start time of the first VM.

 Cost: the cost that each customer pays for the time use of VM.

 Throughput: the number of task done in the unit of the time.

 Utility: the duration of task execution in each of VM in proportion to time of total execution.

 Time execution: the duration when the users use VMs.

 Deadline: the time limit for performing the task and if this limit is not observed the Provider have to pay fine.

 CPU idle time: the duration when the CPU is workless and has no task to do. All of these methods and

parameters are taken in algorithms to have a schedule in which the most utility be met in VMs [15, 16].
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CONCLUSION 

In this paper, we review, classify and evaluate task scheduling in cloud centers. We have shown that the most main and 

prominent goals in the field of research are the goals of completion time, cost. Therefore, as can be seen from the 

literature in this field, it is a challenge to provide scheduling algorithms that consider different objectives such as time, 

cost and energy together and consider multi objective optimization. As a result, providing an algorithm for scheduling 

tasks is an important issue that can be effective in reducing energy consumption and costs. 
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