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Abstract— Job scheduling is a complex problem for 

large environments like Clouds.Profit maximization for 

the Cloud Service Provider (CSP) is a key objective in the 

large-scale, heterogeneous, and multi cloud environments. 

In these types of environments, the service providers want 

to increase their profit but the customers (end-users) want 

to minimize the costs. Therefore the goal of selfish 

providers contradicts with the user’s objective. So we 

design a new model based on multi cloud environment. In 

the proposed system, we try to negotiate with the different 

cloud service provider’s services. In the negotiation 

process, we consider two main criteria: the time taken for 

executing the job and the cost the user has to pay for the 

job. Considering these two main objectives for our model, 

we incorporate a truthful algorithm for scheduling the job 

with respect to task completion time and monetary cost. 

The truthful algorithm uses game theory for deciding the 

winner. The experiments conducted using randomly 

generated workflows and real world workflows. We 

discovered that the generated solutions of the proposed 

mechanism are effective with multi-objective 

optimization. 

Keywords— Scheduling, multicloud environment, 

game theory, reverse auction, truthful mechanism. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I.INTRODUCTION 

 

Cloud computing is the delivery of computing 

services over the Internet. Cloud services allow 

individuals and businesses to use software and hardware 

that are managed by third parties at remote locations. 

Task scheduling is one of the major issues in 

cloudcomputing.Scheduling is usually based on trusting 

the private information about the status of resources 

which is provided by the Cloud Service Providers (CSP) 

those are present in cloud environments. 

Usually the Cloud Service Providers submit this 

private information to a Cloud Information directory 

Service (CIS). CIS is used to store information about the 

resources belonging to the existing cloud 

providers.According to this information only the job is 

scheduled. Therefore this information must be true and is 

accessible to schedulers. 

The users consider this information as complete and 

accurate. They can able to compare the offerings from 

different providers and move from one provider to 

another in order to achieve their objectives i.e., minimum 

time for the job execution and monetary cost. To use the 

services provided by the service providers, the users 

(consumers) need to pay providers only when they access 

computing services.  

The main aim of CSP is to earn more amount of 

money but the customer wants their job execution with 

minimum payment. Hence, discrepancy exists between 

Cloud Service Provider and users. Game theory is used to 
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solve this kind of problem. In cloud environments, users, 

Cloud Service Providers (CSPs), and brokers form the set 

of players [1]. Users submit jobs and require a variety of 

services for processing them. Brokers are user agents who 

are responsible for resource discovering, submitting jobs 

to the CSP, collecting the results, etc., and Service Level 

Agreement (SLA) managers who establish agreements 

between users and providers. Players periodically 

broadcast their current states throughout the system [16]: 

CSPs advertise their idle resources while users update 

their job descriptions and their beliefs of the resource 

demand by studying the current status of the system. 

 

 

II.RELATED STUDY 

 

A. Multicloud scheduling 

Li et al.[9] tried to summarize a new optimization 

approach in clouds. In clouds, QoS guaranteeing is a 

significant work. Li et al. built a performance model to 

invest the cloud.  

A novel approach of heuristic-based 

request scheduling [2] at each server, in each of 

thegeographicallydistributeddata centers, to globally 

minimize the penalty charged to the cloud computing 

system. They evaluate two variants of our heuristic-based 

approach, one based on the simulated annealing method 

of neighborhood searches and another based on gi–

FIFO scheduling, which has been analytically proven to 

be the best schedule for percentile goals in a single 

machine, multi-class problem.  

B. Auction-Based Scheduling 

Challenges and requirements of the marketbasedgrid 

systems were thoroughly explored, andseveral auction-

based resource management techniqueshave been put into 

practice in recent years. Grosu and Das rated three 

auctionprotocols for resource allocation in grid systems 

[10], andshowed that suppliers are better off selling their 

resourcesaccording to first-price (FP) auctions rather than 

secondpricemechanisms. Garg et al. [6] presented 

atruthful scheduling mechanism and studied the 

antisocialbehavior of service providers in distributed 

computingenvironments. Regev and Nisan [7] proposed 

the application of Vickrey auctions for allocating 

homogeneous computationalresources in distributed 

systems. Wellman et al. [13]presented an auction-based 

protocol to schedule resourceswith regard to different 

time constraint considerations. 

C. MultiObjective Scheduling 

Multi-objective genetic algorithm (MO-GA) [3] is 

designed and the research is focused on encoding rules, 

crossover operators, selection operators and the method of 

sorting Pareto solutions. Compared to existing scheduling    

algorithms, the results show that the proposed algorithm 

can obtain a better solution, and it provides a balance for 

the performance of multiple objectives.  

D. Summary 

All the above mentioned techniques are focused with 

static approaches that do not consider the dynamic load of 

resources in a real environment. Moreover, all the 

techniques believe that the resource information published 

by the providers is correct, which is doubtful in 

commercial clouds. Since the problem in this project 

involves multiple clouds, there is a need for the system 

that can cope with the environment requirements in 

presence of selfish providers [15]. 

 

III.PROPOSED SYSTEM 

 

A. MultiCloud Environment 

MultiCloud, which envisions a marketplace that 

enables brokers and providers to improve performance,  

reliability, and scalability of elastic applications by 

leveraging resources from multiple Clouds in order to 

seamlessly meet the user’s demand by scaling them across 

various data centers. MultiCloud envisions market-

oriented policies for provisioning of virtual machines 

across multiple data centers that can be adopted solely or 

together with ad hoc policies enforced by providers. Fig. 

1 shows the multi cloud environment. 

The Cloud Coordinator is the element that has to be 

present on each data center that wants to interact with 

MultiCloud parties. It is responsible for accepting all 

orders and verifying accuracy and completeness, 

providing customer support as needed and for 

communicating with other service providers for required 

information in order to provide efficient resource 

allocation. The Cloud Coordinator benefits both users and 

brokers in acquiring resources via MutiCloud and do not 

own resources to negotiate in the market. 

In this case, the Cloud Coordinator can be seen as a 

data center that has no available local resources, and thus 

it always buys resources in the MultiCloud market place 

in response to changes in user’s demand. i.e., The Cloud 

Coordinator allows providers to trade resources in 

response to changes in user requests.  

 

 

 

 

         Cloud Coordinator 1               Cloud Coordinator 

2 

  

   

     Cloud Coordinator 3 

   

 

 

                                                            Application 

                                  
                                               User/Broker 

Fig. 1.MultiCloud Environment 

The Cloud Coordinator also offers services so that 

other parties can negotiate resources/requests and also 

access services offered by the other CloudCoordinators. It 

also interfaces with the rest of the data center components 

so resourcesare bought and sold according to the data 

center demand. In this sense, the Cloud Coordinatoracts 

as a trading agent [8], even though its capabilities are not 

restricted to those ofa trading agent. In fact, the Cloud 

CSP 1 CSP 2 

CSP 3 
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Coordinator contains a trading agent, but it also carriesout 

other tasks : its backend contains a virtual machine 

management integration layer that allows utilization of 

available virtual machine management technologies, and 

its frontend is composed of a web service that 

communicates with other Cloud coordinators and a 

market engine that evaluates offers and resources(requests 

processing).  

Because Cloud Coordinator has information about the 

local infrastructure and the corresponding utilization rate, 

as well as access to other Coordinators, this is the 

component where policies for trading of resources must 

be implemented.Also the Cloud Coordinators of the 

participating providers periodically update their details 

within this information registry [5]. Therefore a Cloud 

Coordinator is used for exporting Cloud services and their 

management driven by market-based trading and 

negotiation protocols for optimal QoS delivery at minimal 

cost and energy in multicloud environments.  

B. Need for MultiCloud Environment 

Multi-cloud strategy is the concomitant use of two or 

morecloud services to minimize the risk of widespread 

data loss or downtime due to a localized component 

failure in a cloud computing environment. A multicloud 

approach can steer traffic from different customer bases 

or partners through the fastest possible parts of the 

network. Some clouds are better suited than others for a 

particular task. For example, a certain cloud might handle 

large numbers of requests per unit time requiring small 

data transfers on the average, but a different cloud might 

perform better for smaller numbers of requests per unit 

time involving large data transfers on the average. Some 

organizations use a public cloud to make resources 

available to consumers over the Internet and a private 

cloud to provide hosted services to a limited number of 

people behind a firewall. A third type of cloud, called a 

hybrid cloud, may also be used to manage miscellaneous 

internal and external services. 

C. Architecture 

The multicloud environment comprises x selfish cloud 

providers, is illustrated in Fig. 2. A set of selfish cloud 

providers is present in the bottom layer. Wedesign a cloud 

information directory service which isto store the private 

information about the resources is established in the top 

of this layer. This service is directly used in the brokerage 

layerimplementing our proposed pricing model and 

schedulingmechanism by selecting the most adequate 

resources interms of execution time and monetary cost for 

users. Thetop layer is the user application connected to 

the brokeragelayer for scheduling purposes and to the 

bottom layer forsubmitting tasks.We assume without loss 

of generality that each cloudprovider has only one 

resource. The goal of each provider is to maximize its 

profit by executing as many tasks as possible. 

D. Workflow Model 

The workflow is modeled as Directed Acyclic Graph. 

The DAG consists of nodes and its corresponding edges 

that is represented as 𝐷𝐴𝐺(𝑉,𝐸), where 𝑉 is the set of 

nodes representing 𝑚 dependent tasks and 𝐸 indicates 

edges which represents the control and data flow 

dependencies between tasks. Each task 𝑚 is characterized 

by its workload 𝑤𝑒𝑖𝑔𝑡(𝑚)and 𝐸 = (𝑚,𝑛,𝑇𝑟𝑎𝑛𝑠(𝑚,𝑛)) 

where 𝑇𝑟𝑎𝑛𝑠(𝑚,𝑛) is the output of tasks 𝑚 to 𝑛. Each 

workflow has an entry task and an exit task. Entry task is 

the first job enters into the system which has no 

predecessors. Exit task is the last job which has no 

successors. 

Cloud Users 

                                   

                               

                              

                        
Fig.2.Multiple Cloud Service Providers Services 

E. Scheduling 

The workflow scheduling problem is defined with 

respect to two simultaneous minimization objectives: 

makespan and monetary cost of the execution. Each 

individual schedule of a task 𝑚 is denoted as a pair (𝑚,𝑛) 

which means that the task 𝑚 is assigned to resource𝑛. The 

schedule of the entire workflow is denoted as 𝑠𝑐𝑒𝑑𝑢𝑙𝑒 =
 (𝑚,𝑛) 𝑚 ∈ 𝑉 . We assume the resource 𝑛 is able to 

calculate the real completion time 𝑡𝑖𝑚𝑒𝑚 ,𝑛
𝑟𝑒𝑎𝑙 and the real 

computing cost 𝑐𝑜𝑠𝑡𝑚 ,𝑛
𝑟𝑒𝑎𝑙  for executing every task𝑚. For 

each resource, the real completion time of a task is sum of 

two components: the time to transfer the input data and 

the effective execution time.  

To calculate the real completion time of a task, the 

resource must consider a number of internal details such 

as the virtual machine startup overhead, latency delay, 

current load, computing power, availability, ready time, 

communication bandwidth, task workload, and so on. 

Suppose that these calculations are performed by each 

provider internally and, therefore, ignore them in our 

model. The real cost of executing a task on a resource is 

again internally calculated by the provider based on its 

business model and by considering internal maintenance, 

operational, or energy consumption costs.  

Before the execution of task 𝑚, 𝑡𝑖𝑚𝑒𝑚 ,𝑛
𝑟𝑒𝑎𝑙  is private 

information for the resource 𝑛 and not accessible to any 

user or other resource. After the completion of the task, 

the user will be aware of 𝑡𝑖𝑚𝑒𝑚 ,𝑛
𝑟𝑒𝑎𝑙 , but will still not know 

𝑐𝑜𝑠𝑡𝑚 ,𝑛
𝑟𝑒𝑎𝑙 . Instead, the user will only know the price 

calculated by the broker.  

Based on the real completion time of a single task, we 

define the workflow makespan as the time required for 

executing the whole workflow without violating the 

control and data flow dependencies between its tasks: 

𝑀𝑎𝑘𝑒𝑠𝑝𝑎𝑛[𝐷𝐴𝐺 𝑉,𝐸 ] = max
𝑚∈𝑉  (𝑚 ,𝑛)∈𝑠𝑐𝑒𝑑𝑢𝑙𝑒

𝑡𝑖𝑚𝑒𝑚 ,𝑛
𝑟𝑒𝑎𝑙  . 

CIS 
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Similarly, we define the cost as the sum of the costs of 

executing all workflow tasks:  

𝐶𝑜𝑠𝑡[𝐷𝐴𝐺 𝑉,𝐸 ] =  𝑐𝑜𝑠𝑡𝑚 ,𝑛
𝑟𝑒𝑎𝑙

𝑚∈𝑉  (𝑚 ,𝑛)∈𝑠𝑐𝑒𝑑𝑢𝑙𝑒

. 

 

IV.BI-OBJECTIVE SCHEDULING 

 

The current cloud providers usually charge users 

based on a pay-as-you-go pricing model. With respect to 

our multi provider cloud model and the two considered 

objectives (makespan and monetary cost), a new pricing 

model and truthful scheduling mechanism to find the best 

resource for executing a task called BiObjective 

Scheduling approach (BOS) is implemented in the 

brokerage layer in Fig. 2. The mechanism is based on a 

reverse auction which is a common tool in a market with 

lots of sellers. Each auction is based on some rules that is 

related with game theory which define the identity of the 

winner. The most famous result in this area is the 

Vickrey-Clarke-Groves (VCG) which applies to 

utilitarian (sum of the valuations of the agents) objectives 

only. 

A. Game Theory Concepts 

There are several important concepts of game theory 

with focus on the mechanism design branch [11] [12]: 

 Strategy is the action selected by each agent in 

each round of the game; 

 Strategy profile is the set of strategies selected 

by all agents in each round of the game; 

 Rational agent is the agent that selects its 

strategy based on maximizing its own profit 

regardless the effect of the selected strategy on 

the payoff of other agents; 

 Nash equilibrium is a strategy profile of the 

game in which no agents can deviate from its 

strategy unilaterally and gain more; 

 Truthful mechanism is a designed mechanism for 

which truth-telling is the only equilibrium. In 

other words, if the strategy profile of a 

mechanism is Nash equilibrium, the mechanism 

is truthful. 

Therefore the selection of CSP having resources is 

based on game theory concepts in order to achieve two 

objectives. 

B. BOS Auction 

An auctioneer initiates an auction to select a proper 

resource for each task execution in BOS mechanism. For 

each task execution, the task's workload, the dependencies 

with other tasks, and the required input and output are 

announced to the resources. According to the 

requirements, the appropriate resource is allocated to the 

particular task. 

C. Strategy Profile 

The strategy profile incorporates the strategies of all 

agents those are participated in the auction that is initiated 

by task 

Strategy profile sp𝑚 ,   . =  (timem ,n
real

nϵR , costm,n
real ) is 

Nash equilibrium. 

Strategy is a combination of its proposed time and 

proposed cost. Each resource n is demanded by the 

strategy. More than one strategy is allowed to bid the 

same resource in every auction. 

D. Winner Selection 

According to the minimum product of cost and time 

which are proposed by all agents, the winner w is selected 

in every auction. 

𝑡𝑖𝑚𝑒𝑚 ,𝑤 . 𝑐𝑜𝑠𝑡𝑚 ,𝑤 = min
𝑛∈𝑅

 𝑡𝑖𝑚𝑒𝑚 ,𝑛 , 𝑐𝑜𝑠𝑡𝑚 ,𝑛 . 

Both objectives and the truthfulness of the mechanism 

have to be considered. Therefore multiplication 

aggregation is used for the selection of winner. 

E. Payment Calculation 

After selecting the winner, the task is submitted to the 

winning resource. After its completion, the resource will 

be paid based on the following payment function inspired 

from the Vickrey’s second price auction: 

𝑃𝑎𝑦𝑚𝑒𝑛𝑡 𝑚,𝑛 

=

 
 
 

 
 
𝑡𝑖𝑚𝑒𝑚 ,𝑧 . 𝑐𝑜𝑠𝑡𝑚 ,𝑧

𝑡𝑖𝑚𝑒𝑚 ,𝑛

, 𝑖𝑓 𝑛 = 𝑤 𝑡𝑖𝑚𝑒𝑚 ,𝑛
𝑟𝑒𝑎𝑙 ≤ 𝑡𝑖𝑚𝑒𝑚 ,𝑛 ;

𝑔 𝑠𝑝𝑚 ,   . ,             𝑖𝑓 𝑛 = 𝑤 𝑡𝑖𝑚𝑒𝑚 ,𝑛
𝑟𝑒𝑎𝑙 > 𝑡𝑖𝑚𝑒𝑚 ,𝑛 ;

0,                            𝑖𝑓 𝑛 = 𝑤.                                         

  

where 𝑔 𝑠𝑝𝑚 ,   .  a function of the strategy profile and z is 

the resource that proposes the second smallest bid or 

𝑡𝑖𝑚𝑒𝑚 ,𝑤 . 𝑐𝑜𝑠𝑡𝑚 ,𝑤 = min𝑛∈𝑅,𝑛≠𝑤  𝑡𝑖𝑚𝑒𝑚 ,𝑛 , 𝑐𝑜𝑠𝑡𝑚 ,𝑛 .The 

payment function causes the truthfulness of the 

mechanism is proved in the section A. 

 

V.DYNAMIC WORKFLOW SCHEDULING 

 

Dynamic workflow scheduling is an extension to the 

BOS mechanism. The proposed mechanism is a 

scheduling algorithm i.e., Dynamic Workflow BOS 

Algorithm that first orders the tasks that aresubmitted to 

the cloud providers according to the descending order of 

rank algorithm. 

We calculate the rank of a task 𝑚 is calculated 

according to the following recursive function: 

Rank m 

=  
weight m + max

n∈desc  m 
{ Trans m, n + rank(n)}, if m ≠ exit;

weight m ,                                                                       if m = exit.
  

where 𝑤𝑒𝑖𝑔𝑡(𝑚) represents the workload of task 𝑚, exit 

denotes exitTask and 𝑇𝑟𝑎𝑛𝑠(𝑚,𝑛) is the output of tasks 

𝑚 to 𝑛. 

Function 𝑑𝑒𝑠𝑐(𝑚) returns the immediate successors 

of task 𝑚. After the ordering of tasks, the appropriate 

resources are allocated to the corresponding tasks that are 

in established order using BOS auction. 

Finally, the payment for the task execution is 

calculated by the broker according to the payment 

function which is explained in the section E.  
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VI. EXPERIMENTAL SETUP AND DISCUSSIONS 

 

We performed experiments with two types of 

workflows. They are randomly generated workflow using 

CloudSim and Real-world workflow. Real world 

workflow has been taken from Shiwa workflow 

repository (http://www.shiwa-workflow.eu/). The cloud 

environment is created with three service providers. We 

estimated the costs of resources using Amazon, Microsoft 

and Rackspace Web Services prices as précised in the 

Table I.  

The workflows have been simulated using CloudSim 

simulator. The simulation performs, 

1. The task scheduling according to the descending 

ranks order. 

2. Strategy profile creation for each task along with 

each data center. 

3. Selection of winner with respect to the minimum 

product of time and cost associated with each 

service provider. 

4. Finally the cost payment to the winner for each 

task execution. 

 

 

 

 

 

Table I 

SUMMARY OF RESOURCE COST S 

Resource 

Type 

Cost($) 

Amazon Microsoft Rackspace 

Data 

Transfer 

0.120 0.120 0.155 

Storage 0.085 0.07 0.10 

 

The solution of BOS is compared with two multi-

objective evolutionary algorithms: SPEA2 [16] and 

NSGA-II [4] genetic algorithms. SPEA2 and NSGA-II are 

categorized as a-posteriori multi-objective optimization 

techniques [14], because they do not assume any a-priori 

knowledge aboutthe Pareto-set solutions.  

In most cases, we can observe that the BOS algorithm 

generates non dominated solutions compared to the 

SPEA2and NSGA-II and in some cases, the solution of 

BOS even dominates them. Although theoretically no 

solution is able to dominate the Pareto set, this is possible 

in our case since the Pareto sets generated by the two 

evolutionary algorithms are only estimations. 

  
Fig. 3.Average Execution Time for Tasks Execution 

TheBOS algorithm is a much faster than SPEA2 and 

NSGA-II, as showed in Table II. 

Table II 

THE AVERAGE EXECUTION TIME FOR TASKS 

 Small Medium Large 

BOS 14.32s 19.82s 22.51s 

SPEA2 25.01s 39.71s 61.96s 

NSGA-II 24.21 36.41s 59.82s 

 

The results show the considerable differences in 

execution times. The reason for this high difference is the 

second degree polynomial time complexity of BOS, while 

the MultiObjective Evolutionary Algorithms (MOEAs) 

are complex evolutionary algorithms. 

 

VII.CONCLUSION 

 

In this paper, the problem of multi-objective workflow 

scheduling is visualized. We implemented truthful 

algorithm for dynamic scheduling of a single task in 

commercial multi cloud environment. The current 

approach is assessed by simulation runs on a set of 

synthetic randomly generated workflows and real-world 

workflow applications. The workflow scheduling which 

aims to minimize the cost and total time execution of user 

tasks has been carried out using the dynamic workflow 

scheduling algorithm with respect to the optimization of 

two main objectives, makespan and monetary cost. This 

algorithm negotiates with the different cloud service 
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𝑭𝒖𝒏𝒄𝒕𝒊𝒐𝒏: 𝐶𝑎𝑙𝑐𝑅𝑎𝑛𝑘 (𝑡𝑎𝑠𝑘) 
𝑰𝒏𝒑𝒖𝒕: 𝑡𝑎𝑠𝑘 ∈ 𝑉 
𝑶𝒖𝒕𝒑𝒖𝒕: 𝑟𝑎𝑛𝑘 𝑜𝑓 𝑡𝑒  𝑡𝑎𝑠𝑘 
𝑏𝑒𝑔𝑖𝑛 
     𝑖𝑓 𝑡𝑎𝑠𝑘 =  𝑒𝑥𝑖𝑡𝑇𝑎𝑠𝑘 𝑡𝑒𝑛 
       𝑟𝑒𝑡𝑢𝑟𝑛 𝑤𝑒𝑖𝑔𝑡(𝑡𝑎𝑠𝑘); 
     𝑒𝑙𝑠𝑒 
𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡 ← 𝑛𝑢𝑙𝑙; 
𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑒𝑟𝑠 ← 𝑑𝑒𝑠𝑐(𝑡𝑎𝑠𝑘); 
       𝑤𝑖𝑙𝑒 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑒𝑟𝑠 ≠ 𝑛𝑢𝑙𝑙 𝑑𝑜 
𝑥 ← 𝑒𝑎𝑑 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑒𝑟𝑠 ; 
𝐴𝑝𝑝𝑒𝑛𝑑(𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡,𝑇𝑟𝑎𝑛𝑠(𝑡𝑎𝑠𝑘, 𝑥)

+ 𝐶𝑎𝑙𝑐𝑅𝑎𝑛𝑘(𝑛)); 
𝑅𝑒𝑚𝑜𝑣𝑒(𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑒𝑟𝑠,𝑛); 
𝑒𝑛𝑑 
         𝑟𝑒𝑡𝑢𝑟𝑛 𝑚𝑎𝑥(𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡)  +  𝑤𝑒𝑖𝑔𝑡(𝑡𝑎𝑠𝑘); 
𝑒𝑛𝑑 
𝑒𝑛𝑑 

 

𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎: 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑊𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝐵𝑂𝑆 𝐴𝑙𝑔𝑜𝑟𝑖𝑡𝑚 
𝑰𝒏𝒑𝒖𝒕: 𝑇𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐷𝐴𝐺(𝑉,𝐸) 
𝑶𝒖𝒕𝒑𝒖𝒕:𝑊𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑆𝑐𝑒𝑑𝑢𝑙𝑖𝑛𝑔 
𝑏𝑒𝑔𝑖𝑛 
     𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ← 𝑉; 
     𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡 ← 𝑛𝑢𝑙𝑙; 
     𝑡𝑒𝑚𝑝𝑇𝑎𝑠𝑘 ← 𝑒𝑥𝑖𝑡𝑇𝑎𝑠𝑘; 
     𝑤𝑖𝑙𝑒 𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ≠ 𝑛𝑢𝑙𝑙 𝑑𝑜 
          𝐴𝑝𝑝𝑒𝑛𝑑(𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡,𝐶𝑎𝑙𝑐𝑅𝑎𝑛𝑘(𝑡𝑒𝑚𝑝𝑇𝑎𝑠𝑘)); 
          𝑡𝑒𝑚𝑝𝑇𝑎𝑠𝑘 ← 𝑇𝑎𝑖𝑙 𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ; 
          𝑅𝑒𝑚𝑜𝑣𝑒(𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡, 𝑡𝑒𝑚𝑝𝑇𝑎𝑠𝑘); 
          𝑡𝑒𝑚𝑝𝑇𝑎𝑠𝑘 ← 𝑇𝑎𝑖𝑙 𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ; 
     𝑒𝑛𝑑 
     𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ← 𝑉; 
     /
∗ 𝑆𝑜𝑟𝑡 𝑡𝑒 𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑡𝑒 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔  
     𝑜𝑟𝑑𝑒𝑟𝑜𝑓 𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡 ∗/ 
     𝑆𝑜𝑟𝑡(𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡, 𝑟𝑎𝑛𝑘𝑠𝐿𝑖𝑠𝑡); 
     𝑤𝑖𝑙𝑒 𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ≠ 𝑛𝑢𝑙𝑙 𝑑𝑜 
          𝑎𝑢𝑐𝑡𝑖𝑜𝑛𝑒𝑒𝑟 ← 𝐻𝑒𝑎𝑑 𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡 ; 
          𝑤 ← 𝐵𝑂𝑆 𝑎𝑢𝑐𝑡𝑖𝑜𝑛𝑒𝑒𝑟 ; 
          𝑆𝑢𝑏𝑚𝑖𝑡(𝑎𝑢𝑐𝑡𝑖𝑜𝑛𝑒𝑒𝑟,𝑤); 
          𝑅𝑒𝑚𝑜𝑣𝑒(𝑡𝑎𝑠𝑘𝑠𝐿𝑖𝑠𝑡, 𝑎𝑢𝑐𝑡𝑖𝑜𝑛𝑒𝑒𝑟); 
𝐸𝑛𝑑 
𝑃𝑎𝑦𝑚𝑒𝑛𝑡(); 
𝐸𝑛𝑑 
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provider’s objective. Therefore the truthfulness of the 

service providers in multi cloud environment has been 

proved using game theory concepts.  

Simulation results showed that this new multi-

objective algorithm significantly improves the 

performance of related approaches and discovered that the 

generated solutions of our proposed mechanism are 

approximately Pareto optimal solution set based on multi-

objective paradigms that satisfy the user’s objectives. 

Finally, we evaluate the proposed mechanism by 

comparing it with two classical multi-objective 

evolutionary algorithms namely SPEA2 and NSGA-II. 

The experimental results proved that our proposed 

mechanism yields much smaller execution times 

compared to the investigated MOEAs. 
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