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Abstract: Images of different formats are generated, edited and transmitted on a very regular basis in a vast number of systems today. The BMP format is the native 

format for the Windows World and vast majority of windows-based applications supports this format. But a BMP image is quite large and voluminous. It becomes 

cumbersome to move it around in bandwidth-constrained systems or where bandwidth is to be conserved for cost purposes such as the World Wide Web. Such 

scenarios demand use of a conversion technique to a format, which is compact, such as JPEG, which compresses the image to a high degree with little loss in perceived 

quality of the image. This report deals with the steps used for converting an image stored in BMP format to JPEG format. 
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INTRODUCTION 

BMP stands for Windows Bitmap, which is the native format 

of the Windows World. JPEG Stands for Joint Photographic 

Experts Group and is the most widely used format. The BMP 

file format and JPEG file format along with their file structure 

are explained below: 

THE BMP FILE FORMAT 

The Microsoft’s Windows Bitmap (BMP) File format is a 

basic file format for digital images in the windows world. This 

is the native format for the Windows World, so the vast 

majority of windows-based applications support this format.  

The BMP format has changed as Windows has grown and 

changed. There are various versions of BMP files. It is 

important to know that the rows of pixel data in a BMP file are 

stored upside down. That means that the topmost row which 

appears on the screen actually is the lowest row stored in the 

bitmap [10].   

 
Pixels displayed on screen        Pixels stored in BMP file 

 Figure 1: Pixel data is stored upside down in BMP file [10]. 

THE BMP FILE STRUCTURE 

The Microsoft Windows Bitmap (BMP) file format is a basic 

file format for digital images in the Microsoft Windows world.  

 

 

 

This is the native graphics format for the Windows world, so 

the vast majority of Windows-based software applications 

support this format. Since BMP was created for Microsoft 

Windows, it was created for the Intel processors only. Hence, 

it is all least significant byte first. The BMP file format has 

grown and changed as Microsoft Windows has grown and 

changed. There are five or six different versions of BMP files. 

An excellent source of information for BMP and all other 

image file formats is [1]. Further information for BMP is in [2] 

and [3]. BMP files have (1) a file header (2) a bit map header 

(3) a color table (4) the image data. 

                                 
                             Figure 2: The BMP file header 

 

The file header, as shown in fig2, occupies the first 14 bytes of 

all BMP files. The first two bytes are the file type which 

always equals `BM.' The next four bytes give the size of the 

BMP file. The next two bytes are reserved and are always 

zero. The last four bytes of the header give the offset to the 

image data. This value points to where in the file the image 

data begins. 

 

The next 40 bytes are the bit map header, shown in fig3. These 

are unique to the 3.x version of BMP files. The bit map header 

begins with the size of the header (always 40). Next comes the 

width and height of the image data (the numbers of columns 

and rows). If the height is a negative number the image is 

stored bottom-up. That is the normal format for BMP files. 
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The number of color planes is usually 1.The next two fields 

deal with image data compression. The compression field is 0 

for no compression and 1 for run length encoding 

compression. The size of bitmap field gives the size of the 

image data when the data is compressed. It is zero when not 

compressed, and the software calculates the size of the data.  

The next two field deal with the resolution of the image data 

and the final two deal with the colors or gray shades in the 

image. The horizontal and vertical resolutions are expressed in 

pixels per meter.  The colors field states how many colors or 

gray shades are in the image. The important colors field states 

how many of the colors are important to the image [2]. 

 

After the headers comes the color table. The BMP color table 

has four bytes in each color table entry. The bytes are for the 

blue, green, and red color values. The fourth byte is padding 

and is always zero.  

 

The final part of the BMP file is the image data. The data is 

stored row by row with padding on the end of each row. The 

padding ensures the image rows are multiples of four. The 

four, just like in the color table, makes it easier to read blocks 

and keep track of addresses [2]. 

 

                            
    

                           Figure 3: The Bitmap Header  

THE JPEG FILE FORMAT 

JPEG is an image compression standard used for storing 

images in a compressed format. It stands for Joint 

Photographic Experts Group. The remarkable quality of JPEG 

is that it achieves high compression ratios with little loss in 

quality. JPEG format is quite popular and is used in a number 

of devices such as digital cameras and is also the format of 

choice when exchanging large sized images in a bandwidth 

constrained environment such as the Internet [9]. 

 

The JPEG algorithm is best suited for photographs and 

paintings of realistic scenes with smooth variations of tone and 

color. JPEG is not suited for images with many edges and 

sharp variations as this can lead to many artifacts in the 

resultant image. In these situations it is best to use lossless 

formats such as PNG, TIFF or GIF. It is for this reason that 

JPEG is not used in medical and scientific applications where 

the needs to reproduce the exact data as captured and the 

slightest of errors may snowball into bigger ones [9]. 

HOW JPEG WORKS 

JPEG divides up the image into 8 by 8 pixel blocks, and then 

calculates the discrete cosine transform (DCT) of each block. 

The detail about Discrete Cosine Transforms is at [12]. A 

quantizer rounds off the DCT coefficients according to the 

quantization matrix. This step produces the "lossy" nature of 

JPEG, but allows for large compression ratios.  

 

JPEG's compression technique uses a variable length code on 

these coefficients, and then writes the compressed data stream 

to an output file (*.jpg). For decompression, JPEG recovers the 

quantized DCT coefficients from the compressed data stream, 

takes the inverse transforms and displays the image [4]. Fig4 

and fig5 shows this process. 

 
                                  Figure 4: JPEG Encoder [5]. 

                                     
Figure 5:  JPEG Decoder [5]. 

 

The JPEG standard includes two basic compression methods, 

each with various modes of operation. A DCT-based method is 

specified for “lossy” compression, and a predictive method for 

“lossless” compression. JPEG features a simple lossy 

technique known as the Baseline method, a subset of the other 

DCT-based modes of operation. The overview of JPEG 

Standard and the Baseline method is at [6]. 

THE JPEG FILE STRUCTURE 

A JPEG image consists of a sequence of segments, each 

beginning with a marker. Markers are used to break a JPEG 

stream into its component structures. They are 2 bytes in 

length, with the first byte always having the value FF16. The 

second byte contains a code that specifies the marker type. 

Any number of bytes with the value FF16 may be used as a fill 



Anjali Anand et al, Journal of Global Research in Computer Science, Volume 2 Issue (6), June 2011, 

© JGRCS 2010, All Rights Reserved              147 

Character before the start of any marker. A byte in a JPEG 

stream with a value of FF16 that is followed by another FF16 

byte is always ignored [8]. 

 

JPEG markers can be grouped into two general types. Stand-

alone markers consist of no data other than their 2 bytes and 

are shown in table 1; markers that do not stand alone are 

immediately followed by a 2-byte-long value that gives the 

number of bytes of data the marker contains.The length count 

includes the 2 length bytes but not the marker length itself. 

JPEG markers with data are shown in  table 2.The JPEG 

standard is fairly flexible when it comes to the ordering of 

markers within a file. Its strictest rule is that a file must begin 

with an SOI marker and end with an EOI marker. In most 

other cases markers can appear in any order.More information 

about JPEG can be found at [11]. 

 

Table1: Stand-alone JPEG Markers 

 

 
               

                       Table2: JPEG markers with data [8]. 

 

 
   

 

THE CONVERSION PROCESS 

Step1: Read the BMP File. 

I. Open the BMP File in binary mode. 

II. Read the first two bytes and check whether the file is 

really a bmp file. 

III. Read the following header information such as file 

size, reserved1, reserved2, bitmap offset image width, 

image height, color planes, bits per pixel, 

compression, size of bitmap, horizontal resolution, 

vertical resolution, colors, and important colors. 

IV. Read the color table. 

V. Move to start of image data. 

VI. Allocate space for temporary image for processing. 

VII. BMP files are backwards so move to end of image. 

VIII. Loop through the image data; starting with the first 

row and for column one to image width; read blue 

byte, green byte, red byte and advance three bytes. 

Repeat for rows up to image length. 

IX. Close file. 

X. Return pointer to temporary image. 

Step2: Perform Compression. 

I. The representation of the colors in the image is 

converted from RGB to YCBCR consisting of one 

luma component (Y'), representing brightness, and 

two chroma components, (CB and CR), representing 

color. 

II. The resolution of the chroma data is reduced, usually 

by a factor of 2. This reflects the fact that the eye is 

less sensitive to fine color details than to fine 

brightness details. 

III. The image is split into blocks of 8×8 pixels, and for 

each block, each of the Y, CB, and CR data undergoes 

a discrete cosine transform (DCT).  

IV. The amplitudes of the frequency components are 

quantized. Human vision is much more sensitive to 

small variations in color or brightness over large areas 

than to the strength of high-frequency brightness 

variations. Therefore, the magnitudes of the high-

frequency components are stored with a lower 

accuracy than the low-frequency components. The 

quality setting of the encoder (for example 50 or 95 

on a scale of 0–100 in the Independent JPEG Group's 

library) affects to what extent the resolution of each 

frequency component is reduced. If an excessively 

low quality setting is used, the high-frequency 

components are discarded altogether. The detail of 

quantization is at [7]. 

V. The resulting data for all 8×8 blocks is further 

compressed with a lossless algorithm, a variant of 

Huffman Encoding [9]. 

Step3: Write the JPEG File.  

The JPEG standard is fairly flexible when it comes to the 

ordering of markers within an output stream. Three major 

marker ordering restrictions must be followed: 
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I. The file must start with an SOI marker, follow with a JFIF 

APP0 marker, and end with an EOI marker.  

II. There can be only one SOF marker and it must occur 

before any SOS markers. 

III. All Huffman and quantization tables used by a scan must 

be defined by DHT and DQT markers that come before 

the SOS marker [8]. 

                                  
              Figure 6: Block ordering of a JPEG file [8]. 

 

Figure 6:  shows a block ordering for a JPEG file that will 

work in most situations. The sample JPEG encoder follows 

this scheme. Encoders that need to store application-specific 

information need to insert APPn blocks containing this data 

into the output file. 

SOI 

The SOI (Start of Image) marker marks the start of a JPEG 

image. It must be at the very beginning of the file and there 

can only be one per file. The SOI marker stands alone [8]. 

APPn 

The APP0-APP15 markers hold application-specific data. 

They are used by image-processing applications to hold 

additional information beyond what is specified by the JPEG 

standard. 

COM 

The COM (Comment) marker is used to hold comment strings 

such as copyright information. Its interpretation is application 

specific, but a JPEG encoder should assume that the decoder is 

going to ignore this information. It may appear anywhere 

within a JPEG file [8]. 

SOFn 

The SOFn (Start of Frame) marker defines a frame. Although 

there are many frame types, all have the same format. The 

SOF marker consists of a fixed header after the marker length 

followed by a list of structures that define each component 

used by the frame. The structure of the fixed header is shown 

in table 3; and the structure of a component definition is shown 

in table 4. Components are identified by an integer in the range 

0 to 255. The JFIF standard is more restrictive and specifies 

that the components be defined in the order {Y, Cb, Cr} with 

the identifiers {1, 2, 3} respectively. There can be only one 

SOFn marker per JPEG file and it must precede any SOS 

markers [8]. 

Table 3: Fixed portion of a SOS marker [8]. 

 

  Field size                 Description 

 
                    

                Table4: Component-specific area of SOS marker [8]. 

 

 

DQT 

The DQT (Define Quantization Table) marker defines (or 

redefines) the quantization tables used in an image. A DQT 

marker can define multiple quantization tables (up to 4). The 

quantization table definition follows the markers length field. 

The DQT marker structure is shown in table5: 

 

Table5: Quantization Table definition in DQT marker [8]. 

 

 

DRI 

The DRI (Define Restart Interval) marker specifies the number 

of MCUs between restart markers within the compressed data. 

The value of the 2-byte length field following the marker is 

always 4. There is only one data field in the marker—a 2-byte 

value that defines the restart interval. An interval of zero 

means that restart markers are not used.  

DHT 

The DHT (Define Huffman Table) marker defines (or 

redefines) Huffman table. A single DHT marker can define 

multiple tables; however, baseline mode is limited to two of 

each type, and progressive and sequential modes are limited to 
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four. The only restriction on the placement of DHT markers is 

that if a scan requires a specific table identifier and class, it 

must have been defined by a DHT marker earlier in a file. The 

structure of the DHT marker is shown in table 6. Each 

Huffman table is 17 bytes of fixed data followed by a variable 

field of up to 256 additional bytes. 

 

The first fixed byte contains the identifier for the table. The 

next 16 form an array of unsigned 1-byte integers whose 

elements give the number of Huffman codes for each possible 

code length (1-16). The sum of the 16 code lengths is the 

number of values in the Huffman table. The values are 1 byte 

each and follow, in order of Huffman code, the length counts 

[8]. 

       Table6: DHT Marker Format [8] 

 

SOS 

The SOS (Start of Scan) marker marks the beginning of 

compressed data for a scan in a JPEG stream. Its structure is 

illustrated in table7. The compressed scan data immediately 

follows the marker 

 

Table7: SOS marker structure [8] 

 

 

EOI 

The EOI (End of Image) marker marks the end of a JPEG 

image. An EOI marker must be at the end of a JPEG file and 

there can only be one EOI marker per file and no other 

markers may follow the EOI marker. The EOI marker stands 

alone [8]. 

CONCLUSION 

BMP images are quite large and must be converted to a 

smaller format, such as JPEG, in order to transmit it over a 

bandwidth-constrained environment such as the Internet. The 

process of converting an image in BMP format to JPEG 

mainly involves three steps: Reading the BMP file, performing 

compression and writing the JPEG file. 
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