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ABSTRACT: Clustering is widely used data mining model that partitions data points into a set of groups, each of 
which is called a cluster. With the emerging growth of computational biology and e-commerce applications, high-
dimensional data becomes very common. Thus, mining high-dimensional data is more needed. There are some main 
challenges for mining data of high dimensions, such as the curse of dimensionality and more crucial, the 
meaningfulness of the similarity measure in the high dimension space. The main goal of feature selection is to select a 
subset of useful features. The relevant features of subset are selected correctly and then the entire set gives accurate 
results. For this reason, feature subset selection is used in the high-dimensional data. The good subsets of features are 
selected by using feature selection method. The feature selection methods are mainly used in application of learning 
algorithms. Feature selection methods decrease the dimensionality of the data and allow learning algorithms to operate 
efficiently and more effectively. The proposed Relevant Clustering Algorithm is used for finding the subset of features. 
A Relevant clustering algorithm renders efficiency and effectiveness to find the subset of features. Relevant clustering 
algorithm work can be done in three steps. First step elimination of irrelevant features from the dataset; the relevant 
features are selected by the features having the value greater than the predefined threshold. In the second step selected 
relevant features are used to generate the graph, divide the features using graph theoretic method, and then clusters are 
formed by using Minimum Spanning Tree. In the third step find the subsets features that are more related to the target 
class is selected. The Relevant Clustering Algorithm is more efficient than the existing features subset selection 
algorithms RELIEF, FCBF, CFS,    FOCUS-2 and INTERACT.           
              
KEYWORDS: Feature selection, feature relevance, subset feature, minimum spanning tree, feature redundancy. 

I. INTRODUCTION 

 Clustering method is used for grouping together data’s that are similar to each other and dissimilar to the 
data’s belonging to other clusters. Feature selection, as a preprocessing step to machine learning, is effective in 
reducing dimensionality, removing irrelevant data, increasing learning accuracy, and improving result 
comprehensibility. Clustering is also called data segmentation in some applications because clustering partitions large 
data sets into groups according to their similarity [1]. A database or a data warehouse can contain several dimensions or 
attributes. Many clustering algorithms are good at handling low-dimensional data, involving only two to three 
dimensions. Human eyes are good at judging the quality of clustering for up to three dimensions. Finding clusters of 
data objects in high-dimensional space is challenging, especially considering that such data can be sparse and highly 
skewed. Irrelevant features provide no useful data’s related to the target classes. The irrelevant data removal increase 
learning accuracy of a machine.  

The feature selection is a process of finding a subset of original features so that the feature space is reduced. 
The objectives of feature selection include: building simpler and more comprehensible models, improving data mining 
performance, and helping prepare, clean, and understand data. The Feature selection technique is used in the data 
contains many replicated and irrelevant features.  Feature selection is an essential step in successful data mining 
applications, which can effectively reduce data dimensionality by removing the irrelevant (and the redundant) features. 

Feature subset selection is the process used for moving out the irrelevant and redundant information. A feature 
selection algorithm can be seen as the combination of a search technique for proposing new feature subsets, along with 
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an evaluation measure which scores the different feature subsets. The four main categories of methods used in feature 
selection algorithms are wrappers, filters, embedded and hybrid methods. The wrapper method [6] requires predefined 
learning algorithm to select the features. Wrapper methods use a predictive model to score feature subsets. As wrapper 
methods train a new model for each subset, they are very computationally intensive. The wrapper methods are 
beneficial but require more time to select the features. The selected features are limited and computational complexity 
is large in wrapper methods. 

Filter methods use a proxy measure instead of the error rate to score a feature subset. This measure is chosen 
to be fast to compute, whilst still capturing the usefulness of the feature set. Filters methods have proven to be much 
efficient than wrappers in selecting the subset of features. The filter methods are used when the numbers of features are 
large and it is computationally effective. The embedded methods[2][7] is more efficient than the other methods In the 
embedded methods use feature selection as a function of the training process and are usually specific to given learning 
algorithms. The hybrid methods[8] are combinations both feature methods they are filter and wrapper methods to 
achieve best possible performance on high dimensional data with similar time complexity of filter algorithms.  The 
filter methods are usually beneficial when the number of features is very large. Thus, the filter method is used in this 
paper. 
 In this paper clustering of data to form subset of features. The proposed algorithm is Relevant clustering 
algorithm consist of three steps for selecting the subset of features from the dataset. First, step elimination of irrelevant 
features from the dataset; the irrelevant features are removed by the features having the value less than the predefined 
threshold. In the second step relevant features are used to compute the graph, separate the features using graph theoretic 
method, and then clusters are formed by using Minimum Spanning Tree. In the third step features that are more related 
to the target class are selected from the each cluster to form the subsets features. 
 

II. RELATED WORKS 

The proposed algorithm is compared with some subset features selection algorithm. In comparison with other 
algorithm the Relevant clustering algorithm select the features are more relevant to the target class. In Relief feature 
selection algorithm is a well known and good feature set estimator. RELIEF algorithm [3] that uses instance based 
learning to assign a relevance weight to each feature. Each feature’s weight based on its ability and then finds the 
relevant features. Features are ranked by weight and those that exceed a user-specified threshold are selected to form 
the final subset. A feature is relevant if its weight of relevance is greater than a threshold value. The feature set measure 
proposed by RELIEF algorithm is efficient than the wrapper methods. The algorithm is simple, easy to implement and 
computationally efficient. The computational cost is low in this algorithm. The RELIEF algorithm removes irrelevant 
features but does not able to remove the redundant features.  
 The INTERACT feature subset algorithm [16] used for finding the interact features then remove the irrelevant 
features, the redundant features. This algorithm selected feature is relevant if it is strongly correlated with the target 
concept. INTERACT Algorithm avoids the repeatable scanning of datasets. This algorithm achieves good time 
performance.  A Fast Binary feature selection technique based on Conditional Mutual Information Maximization [5]. 
The Conditional Mutual Information Maximization criterion (CMIM) does not select a feature similar to already 
picked ones. The CMIM select features that is individually powerful and features provide information about the class 
to predict. The CMIM algorithm does not require the tuning of any parameter. 

The FOCUS-2 algorithm [11]that exactly implements the MIN FEATURES bias. The FOCUS-2 algorithm 
keep features in the queue those that may contain a solution. Initially, the queue contains only the element which 
represents the whole power set. In each iteration the queue is partitioned into disjoint subspaces, and those subspaces 
that cannot contain solutions are pruned from the search. The FOCUS-2 only prunes subspaces that cannot be 
complete, and it will not miss any sufficient feature subsets. The number of sufficiency tests performed by FOCUS-2 
will typically be much less.  

Fast Correlation Based Filter (FCBF) Algorithm [15] is a fast filter method .FCBF algorithm finding a set of 
predominant feature FCBF algorithm can identify relevant features as well as replicated features. FCBF algorithm 
calculates the SU value for each feature selects relevant features list based on the predefined threshold and then 
processes the ordered list to remove redundant features. The FCBF algorithm only keeps predominant ones among all 
the selected relevant features. All features contain numerical values calculations are used in the FCBF algorithm. 
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FCBF algorithm does not provide the correlation between relevant features. Correlation based Feature Subset Selection 
(CFS) Algorithm[13] selects the features highly correlated with the target. CFS explores the search space using the Best 
First search. Merits of CFS are it does not need to reserve any part of the training data for evaluation purpose and works 
well on smaller data sets. It selects the maximum relevant feature and avoids the re-introduction of redundancy. But the 
drawback is that CFS cannot handle problems where the class is numeric. 

 
III. PROPOSED WORK 

 
 The main goal of proposed Relevant Clustering Algorithm is to remove the irrelevant features and redundant 

features to form the subsets of features. The feature selection algorithms are to remove the irrelevant features and the 
redundant features. Feature selection is used mainly for the data analysis process. Subset selection evaluates a subset of 
features as a group for suitability. Feature selection, also known as variable selection, attribute selection or variable 
subset selection, is the process of selecting a subset of relevant features for use in model construction. Feature selection 
techniques are a subset of the more general field of Feature extraction. Feature extraction creates new features from 
functions of the original features, whereas feature selection returns a subset of the features. The Relevant clustering 
algorithm comprised of three steps. First step find the relevant features, second step is to eliminate redundant features 
and generate the clusters using graph theoretic clustering methods, and third step the feature that strongly related to the 
target class is selected from each cluster to form subset of features. 
 
3.1 RELEVANT Clustering Algorithm Framework 

The figure.1 shows the proposed RELEVANT clustering algorithm framework which is used to select the 
subset features. From the given data set the features are selected and the features are compared with the predefined 
threshold if the feature having the value below the threshold is removed as the irrelevant features. Relevant features 
have strong correlation with target concept. The symmetric uncertainty (SU) is derived from the mutual information by 
normalizing it to the entropies of feature values or feature values and target classes, and has been used to evaluate the 
goodness of features. Therefore, symmetric uncertainty as the measure of correlation between either two features or a 
feature and the target concept. The symmetric uncertainty values are calculated for each feature in the data set. The 
features whose SU values are greater than a predefined threshold comprise the target relevant feature subset. Irrelevant 
features, along with redundant features, severely affect the accuracy of the learning machines. 

The relevant Features are divided into clusters by using graph-theoretic clustering methods along with 
Minimum Spanning Tree (MST). The general graph-theoretic clustering is simple: compute a neighborhood graph of 
instances, then delete any edge in the graph that is much longer/shorter than its neighbors. Thus for graph G build an 
MST, which connects all vertices such that the sum of the weights of the edges is the minimum, using the well-known 
Prim algorithm. A Minimum Spanning Tree (MST) in an undirected connected weighted graph is a spanning tree of 
minimum weight (among all spanning trees).  A Minimum Spanning Tree use Prim’s algorithm. The Prim’s algorithm 
makes a nature choice of the cut in each iteration and it grows a single tree and adds a light edge in each iteration.  

For the relevant features form the graph G and set edge weight value then delete any edge greater than its 
neighbors and the outcome form the forest then the Minimum spanning tree clustering algorithm used to form the 
clusters. Each cluster is independent of each other. From the clusters generate the subset of features that are more 
related to the objective class. Each feature in the generated clusters has different features. The features that are relevant 
to the target classes are selected from each cluster. The selected features from the clusters form the Feature Subset.  
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                                            Figure 1.Proposed Algorithm Framework 

 

IV. RESULTS AND DISCUSSIONS 

The results of paper will be briefly discussed with its simulated output. The proposed RELEVANT algorithm, 
it involves removal of irrelevant features from the attacker dataset, construction of the minimum spanning tree from a 
weighted complete graph; the partitioning of the MST into a forest with each tree representing a cluster; and  the 
selection of representative features from the clusters to form five subset of features 
4.1. Attacker Dataset 

 

                                         Figure 4.1: Attacker Dataset 

In this Figure 4.1 shows the full dataset consist of attacker features. In the full dataset five groups of attacker 
features are available; the RELEVANT clustering algorithm is used to find the subsets of   attacker features. 
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4.2 Selection of Relevant Features 

 

                                     Figure 4.2 Selections of Relevant Features 

In this Figure 4.2 shows the relevant features selected by the RELEVANT clustering algorithm. The 
Symmetric Uncertainty (SU) is calculated for each feature in the original data. The feature having SU value less than 
the predefined threshold is removed as the irrelevant feature from the dataset then the remaining features are selected as 
the relevant features.  
 
4.3. Redundant Features Elimination  

 
                                         Figure 4.3: Redundant Features Elimination 
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   In this Figure 4.3 shows the redundant features elimination. From the relevant features the redundant features 
are removed .The relevant features are used to construct the Minimum Spanning Tree (MST).Partitioning the MST to 
form the clusters. 
 

4.4: Selection of features from the Clusters to form Feature Subsets 

 
Figure 4.4: Selection of features from the Clusters to form Feature Subsets  

              In this Figure 4.4 shows the five subsets consists of five different attacker features. The five attacker subsets 
are Back attack, smurf attack, ipsweep attack, Neptune attack and ware client attack. From the redundant features 
elimination features are selected from cluster to form the subsets of features. 
  

V. CONCLUSIONS 
In this paper, we have proposed a RELEVANT clustering algorithm for high dimensional data. The algorithm 

involves 1) selecting relevant features, 2) constructing a minimum spanning tree from relevant features, and 3) 
partitioning the MST and selecting features from cluster to form subset of features. In the proposed algorithm, a cluster 
consists of features. Each cluster is treated as a single feature and dissimilar to the objects belonging to other clusters 
thus dimensionality is drastically reduced. 

The performance of the proposed RELEVANT clustering algorithm is compared with those of the well-known 
feature selection and clustering algorithms such as FCBF, Relief, CFS, INTERACT, FOCUS-2. The RELEVANT 
clustering algorithm in comparison provides the result that it is more efficient and effective than the feature selection 
algorithm for finding the subset of features. 
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