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ABSTRACT: Data mining refers to extracting or mining knowledge from large amount of data. In these data mining 
has different models, clustering is used as the descriptive type model. Clustering is task of grouping a set of physical or 
abstract objects into classes of similar objects. Clustering is also referred to as unsupervised learning or segmentation.In 
this clustering techniques k-means clustering algorithm is a vital role to group the objects. In this algorithm user can 
give the number of clusters in priori as k value. The k value depends on the final clustering objects, to avoid such a 
problem proposed the new Multi Objective (MO) clustering technique with combined form of Genetic clustering MO 
Optimization (GenClustMOO) and Archived Multi Objective Simulated Annealing (AMOSA) used for finding an 
automatic k value as the best center point. The proposed method is global search and local search are combined which 
improving the performance. The datasets are taken from UCI repository for verify the performance of the algorithm. 
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I.  INTRODUCTION  
 

 Data mining [9] is the task of discovering interesting patterns from large amounts of data, can be stored in databases, 
data warehouses, or other related information repositories. Data mining is used to finding hidden information sources in a 
database. The overall goal of the data mining process is to extract information from a dataset and transform that process 
into an understandable structure for further use. Data mining is knowledge discovery from data extraction of interesting 
patterns of non-trivial, implicit, previously unknown value and potentially useful or knowledge from huge amount of 
data. A cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to 
the objects in other clusters. Clustering is also called as data segmentation. In some applications clustering partitions 
large data sets into groups based on the similarity. Clustering is a form of learning by examples. Clustering allows us to 
run applications on several parallel servers (cluster nodes). Clustering is crucial for scalable enterprise applications can 
improve the performance by adding more nodes to the cluster. Clustering applications are used extensively in various 
fields such as AI, pattern recognition, economics, ecology, psychiatry and marketing etc.The k-Means is a simple 
learning algorithm for clustering analysis.  

 K-means[14],[15] is one of the Partitioning based technique in which it classifies the data into k groups, which 
together satisfy the following two needs, each group must contain at-least one object, and each object must belong to 
exactly one group. K-means clustering is an effective algorithm to extract a given number of clusters of patterns from a 
training set, the cluster locations can be used to classify patterns into distinct classes. The k-means clustering algorithm 
takes the input parameter as k and partitions a set of n objects into k clusters the resulting intra cluster similarity is high 
and the inter cluster similarity is low. Cluster similarity is measured using the mean value of the objects in a cluster 
called as the clusters centroid or center of gravity. In the k-means algorithm there is also drawback that is impractical to 
expect a user to specify the number of clusters k-value; it may find worse local optima. To overcome these drawbacks 
use the multiobjective clustering techniques 

 In this paper proposed the multiobjective clustering technique. The goal of Multi Objective clustering [5] is to find 
clusters in a data set by applying several clustering algorithms corresponding to different objective functions .This has 
satisfy the three objective functions as the partitioning based on the Euclidean distance, the total symmetry of the 
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clusters, and the last one is the cluster connectedness and processed by using AMOSA and genetic algorithm. The Multi 
Objective Optimization (MOO) problem has different perspective compared with one single objective. In the single-
objective optimization there is only one global optimum, but in MOO there is a set of solutions, called the Pareto-
Optimal (PO) set, which are considered to be equally important which means local as well as global can be combined to 
form the best solution. The past work has with the number of Multi Objective Evolutionary Algorithms (MOEAs) have 
been evolved. The Evolutionary Algorithms (EAs) had came for solving multiobjective optimization in their population-
based technique ability to find multiple optimal solutions simultaneously. 

 The Genetic Algorithm (GA) [6] is an adaptive heuristic search algorithm based on the evolutionary ideas of natural 
selection and genetics. They provide best optimal solutions for a given objective or fitness function. This can be formed 
by means of complex, large, and multimodal landscapes. In GA‘s [1] the parameters are encoded in the form of strings or 
chromosomes in the search spaces. A fitness function is associated with each string that called as the degree of the 
solution that encoded in it. GA has processes different operators or parameters like selection, crossover, and mutation are 
used over a number of generations for generating potentially better strings as center point. 

 In Simulated Annealing (SA) [2] is popular search algorithm used for solving difficult optimization problem based on 
principles of statistical mechanics. A measure of the amount of domination between two solutions can be used to find by 
the SA. SA uses the principles of statistical mechanics based on the behavior of a large number of clusters at low 
temperature for finding minimum cost solutions to large optimization problems by minimizing the associated energy. In 
statistical mechanics investigating the ground states or low-energy states of matter is fundamental importance. These 
states of clusters are achieved at very low temperatures only. AMOSA which incorporates a novel concept of amount of 
dominance in order to determine the acceptance of a new solution. The PO solutions are stored in an archive. In Pareto-
domination is based AMOSA developed to accept the certain condition of rules between the current solution and a new 
solution with the difference between the number of solutions that they can dominate. By these in this paper see about the 
GAMOO and AMOSA optimization algorithm to find the best center points based on their performance.  
 

II.  AMOSA AND GENCLUSTMOO WITH K-MEANS 
In these there are two modules are used to get the automatic k-value that is Clustering Using GenClustMOO and k- 
Means, Clustering Using AMOSA and k- Means. 
2.1. Clustering Using GenClustMOO and k- Means 

   In GenClustMOO each cluster is divided into several small non-overlapping hyper spherical shaped in sub-clusters. 
Then each cluster is represented by the centers of these individual sub-clusters. Taken as example a particular string 
encodes the centers of k number of clusters and each cluster is divided into C number of sub-clusters. If the data set is of 
dimension d, then the length of the string will be C × k × d. Initialization procedure is partly random and partly based on 
two different single-objective algorithms in order to obtain a good as initial  solutions. Then remaining solutions in the 
archive are initialized after running single linkage clustering algorithm for different values of k. Let for the ith 
chromosome we execute single linkage clustering algorithm with k = 3 then for each of these three clusters sub-cluster 
centers will be selected randomly from the points belonging to that particular cluster formed. These solutions works well 
for, when clusters present in the datasets are well-separated. Another set of solutions in the archive are generated using 
the k-means algorithm. 
Assignment of Points 

 For the purpose of assignment, each sub-cluster is considered as a separate cluster. Let the particular string 
contain k number of clusters. Assignment of points is done based on the Euclidean distance condition. A data point xj is 
assigned to the (i, l) th sub cluster as in equation (1) C is equal to the total number of sub-cluster centers per cluster 

                                                                
   1.....cm1...k,fork,jx,m

kcedargminl)(i, 


           (1) 

Symmetry Index  
 This cluster validity index is based on a newly developed point symmetry based distance dps(x ̅, c ̅), which is to 

calculated. Let a point be x. The symmetrical or reflected point of x with respect to a particular center c is 2 ×c ̅ − x ̅. The 
new cluster validity function Sym is defined as equation (2) 
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Measuring the points by Validity Measures 
 This [7] way of measuring the connectivity among a set of points using relative neighborhood graph. The 

distance between a pair of points is measured in the following way based on Euclidean distance based cluster validity 
index [19], I-index third objective function is an Euclidean distance based cluster validity index, I-index equation (3). 
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Crossover Operation 
 In crossover mechanism it mates with two parents to produce the new string ie.offspring in the crossover set the 

range 0.25 up to particular range it select the data points and form the center value from that it generates the number of 
clusters . 
Mutation Operation 

 A new string is generated from the crossover mechanism of particular range of value as 0.25 will be selected for 
the next step as mutation in which it kept the range value as 0.05 .According to the mutation it changes the string one bit 
to zero bit and vice versa then once it satisfied the objective function it gives the center value then calculates the k-means 
value.  
Selection of the Best Pareto optimal Solution 

 The algorithms produce a large number of non-dominated solutions based on the final Pareto optimal front in 
moo. Each solution provides a way of clustering the given data set. All the solutions are equally needed from the logical 
point of view. But the user needs only a single solution. As semi-supervised method of selecting a single solution from 
the set of solutions is now developed. 

 The class labels some of the points called as test patterns are understable to us. The proposed GenClust-MOO 
produces a set of Pareto optimal solutions. The clustering associated with each solution from the final Pareto optimal set 
is used to assign the cluster labels of the test patterns based on the nearest center criterion.  

 
2.2. Clustering Using AMOSA and k –Means 
         An AMOSA is a Multi Objective version of SA; several concepts have been newly integrated. AMOSA 
generally uses the concept of an archive where the non-dominated solutions are stored. There are two types of limits are 
kept on the archive size: a hard limit denoted by HL, and soft limit denoted by SL, where SL > HL. The non-dominated 
solutions are usually get stored in the archive then it get generated. In the process, if some members of the archive get 
dominated by the new solutions, then these are removed. If at some point of time, the size of the archive exceeds a 
specified value, and then the clustering process is invoked. In AMOSA, the initial temperature is set to Tmax. Then, one 
of the points is randomly taken from the archive. This is called as the current-pt or the initial solution. The current-pt is 
disturbed to generate a new solution called as new-pt and then for that objective functions are computed. The domination 
status of the new-pt is checked with the current-pt and the generated solutions which are stored in the archive. A new 
solution forming the dominance quantity called the amount of domination, ∆dom (a, b), between two solutions a and b is 
defined as follows equation (4) 
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where fi (a) and fi(b) are the ith objective values of the two solutions and Ri is the range of the objective function 
computed from the individuals in the population. M is the number of objectives. It should satisfied the following cases. 

Case 1: New-pt is either dominated by the current-pt or it is non dominating with respect to the current-pt, but some 
points in the archive dominate the new-pt.The new-pt is accepted as current-pt with a probability  
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 In Equation (5) ∆[dom]avg denotes the average amount of domination of the new-pt by (k + 1) points, namely, the 
current-pt and k points of the archive. Also, as k increases, ∆[dom]avg will increase since here the dominating points 
that are farther away from the new-pt are contributing to its value. 

Case 2: Neither the current-pt nor the points in the archive dominate the new-pt. This different in F represents the 
current-pt and E represents the new-pt, G represents the current-pt and I represent the new-pt, F represents the 
current-pt and I represent the new-pt. for all these cases, accept the new-pt as the current-pt. in the archive the 
any points are dominated by new points then remove them from it. Add new-pt in the archive. If archive size 
crosses the SL, apply single linkage clustering to reduce its size to HL.  

Case 3: New-pt dominates the current-pt but k points in the archive dominate the new-pt. The point from the archive 
that corresponds to the minimum difference is selected as the current-pt with probability equation (6), 
Otherwise the new-pt is selected as the currentpt. This may be considered as an informed reseeding of the 
annealed only if the archive point is accepted. 

                                                                                     minΔdomexp1

1
yprobabilit




        
(6)

       
 

2.3. Algorithm  
              GeneticClustMOO Steps 

1. Start with the generation of set of an initial population of randomly selected solutions from the sub clusters to 
find the center of clusters, then go to step 2. 

2. Evaluate the fitness of all individuals with checking of validility index, symmetry then go to step 3. 
3. Repeatedly do the following: 

3.1. Select fitter individuals for reproduction 
3.2. Recombine between individuals 
3.3. Mutate individuals  
3.4. Evaluate the fitness of the modified individuals 

4. Satisfied the best solution as Pareto optimal for forming corresponding centers. 
5. Then apply k-means and find the best center point for number of clusters to be formed. 

                AMOSA Steps 
1. From Initial solutions different random center points generated go to step2. 
2. Apply the SA which should satisfy the dominance and non dominance of cases 

2.1 Case1: New-pt is either dominated by the current-pt or it is non dominating with respect to the current-pt. 
2.2 Case 2: Neither the current-pt nor the points in the archive dominate the new-pt. 
2.3 Case 3: New-pt dominates the current-pt but k points in the archive dominate the new-pt. 

3. Satisfied the best solutions as Pareto optimal for forming corresponding centers go to step 4. 
4. Then apply k-means and find the best center point for no of clusters to be formed 

                K-means Steps 
1. Arbitrarily choose k data-objects from Pareto optimal solution (D) as initial centroids; 
2. Repeat the process until it get converge, 

2.1Assign each object in the sub cluster of group di to the cluster has the closest centroid. 
2.2Calculate new mean for each cluster; 
2.3 Until convergence criteria is met. 

 
III. EXPERIMENTAL RESULTS 

3.1 .Datasets  

There are 6 [4] real time datasets are used it can gives the performance analysis of existing system with the better results. 
 Iris: This datasets consists of 150 data points distributed over 3 clusters. Each cluster has consists of 50 points. This 
dataset represents differently classify irises data sets can characterized by four feature values .It has three classes Setosa, 
Versicolor and Virginica. It has two classes Versicolor and Virginica have a large amount of overlap and the class Setosa 
is linearly separable. 
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 Glass: This is a glass identification data consisting of 214 instances having 9 features (an Id# feature has been 
removed). The study of the classification of the types of glass was motivated by criminological investigation. At the 
scene of the crime, the glass left can be used as evidence, if it is correctly identified. There are 6 categories present in this 
data set. 
 Wine: This is the Wine recognition data consisting of 178 instances having 13 features resulting from a chemical 
analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined 
the quantities of 13 constituents found in each of the three types of wines. It has three classes class 1 -59, class 2 -71, 
class 3 -48. 
 Liver disorder: This is the Liver disorder data consisting of 345 instances having 6 features each. The data has two 
categories as the first 5 variables are all blood tests which are thought to be sensitive to liver disorders that might arise 
from excessive alcohol consumption.  Each line in the liver disorder data file constitutes the record of a single gender 
individual, it appears that drinks>5 is some selector on this database. 
 Vehicle: To classify a given silhouette as one of four types of vehicle, using a set of features extracted from the 
silhouette. The vehicle may be viewed from one of many different angles. The number of attributes is 18 and number of 
classes is 4number of samples as examples is 946. 100 examples are being kept by Strathclyde for validation. So StatLog 
partners will receive 846 examples. 
 Cancer: The Wisconsin Breast Cancer data set, it consists of 698 sample points. Each pattern has 9 features are 
corresponding to clump thickness, cell size uniformity, cell shape uniformity, marginal adhesion, single epithelial cell 
size, bare nuclei, bland chromatin, normal nucleoli and mitoses. There are two categories of the data: are malignant and 
benign. These two classes are known and linearly separable.  
 
3.2 . Performance Measures 

 In order to evaluate the performance of all the optimization clustering algorithms with datasets .It is used a 
measure quantify the performance of a classification model. It taken as the class labels of each point are known. The 
measures are Precision, Recall, Accuracy and F-Measure. 
 Precision 

• P is called the proportion of the predicted positive cases .The fraction of a cluster that consists of objects of a 
specified class. Precision of cluster i with respect to class j is, where mij is the number of points which belong to 
cluster i and class j both, and mi is the total number of points in cluster i that were correct, are calculated using 
the equation (7). 

 From these shows the performance of the precision for genetic with k-means and AMOSA is shown in figure1and 
results are calculated and compared both the algorithm in table1 by which it shows the AMOSA is best.  

                                                                         
im

ji,m

ji,
pj)i,Precision( 

          

(7)

 
 

Figure 1. Precision vs. Data Sets 
 

Table 1. Precision Comparison for Data Sets 

 
Data Sets GenClustMOO AMOSA 

Iris 0.83 0.92 

Wine 0.86 0.93 

Vehicle 0.88 0.94 

Glass 0.86 0.92 

Liver disorder 0.84 0.91 

Wisconsin 0.85 0.91 
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Recall 

 It is also called as sensitivity.The extent of which a cluster contains all objects of a specified class. The recall of 
cluster i with respect to class j is where mj is the number of objects in class j equation (8), 

                                                                                      jm

ji,m
j)Recall(i, 

               

(8)

                          
 From these shows the performance of the Recall for genetic with k-means and AMOSA is shown in figure 2 and 
results are calculated and compared both the algorithm in table 2 by which it shows the AMOSA is best. 

  

                               
Table 2. Recall Comparison for Data Sets 

 
Data Sets GenClustMOO AMOSA 

Iris 0.83 0.92 
Wine 0.86 0.92 

Vehicle 0.86 0.96 
Glass 0.86 0.92 

Liver disorder 0.84 0.91 
Wisconsin 0.85 0.91 

                                      Figure 2. Recall vs. Data Set 
 F-Measure 
 The F-Measure computes some average of the information retrieval precision and recall metrics it can calculate the 
recall and precision of that cluster for each given class. A combination of both precision and recall that measures the 
extent to which a cluster contains only objects of a particular class and all objects of that class. The F-measure of cluster i 
with respect to class j is equation (9) 
 

                                                                                       j))recall(i,j)(i,(precision

j))recall(i,j)i,precision((2
j)F(i,






         

(9)

                                                                                             
 F-measure (FM) is a measure of the quality of a solution given the true clustering. For F-measure, the optimum score 
i 1, with higher scores being “better”.  
 From these shows the performance of the F-Measure for genetic with k-means and AMOSA is shown in figure 3 and 
results are calculated and compared both the algorithm in table 3 by which it shows the AMOSA is best. 

                                                                                                       
                                                                                                      Table 3. F- Measure Comparison for Data Sets 

 

 

 
 Figure 3. F-measure vs Data Sets  

Data Sets GenClustMOO AMOSA 
Iris 0.83 0.92 

Wine 0.86 0.93 
Vehicle 0.86 0.94 
Glass 0.85 0.92 

Liver disorder 0.82 0.91 
Wisconsin 0.84 0.91 
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Accuracy 
 It is the degree of closeness of measurements of a quantity to that quality actual (true) value.it is porporation of true 
results both true positives and true negative) in the population parameter test in equation (10). 

From these shows the performance of the Accuracy for genetic with k-means and AMOSA is shown in figure 4 and 
results are calculated and compared both the algorithm in table 4 by which it shows the AMOSA is best. 

 

                                                        negative truenegative falsepositive  trueof no

negative  trueof no positive  trueof no
 Accuracy






        
(10)

  
 

 

Table 4. Accuracy Comparison for Data Sets 
Datasets GenClustMOO AMOSA 

Iris 0.83 0.92 
Wine 0.87 0.93 

Vehicle 0.87 0.92 
Glass 0.86 0.92 

Liverdisorder 0.84 0.91 
Wisconsin 0.87 0.92 

                                     Figure 4. Accuracy vs Data Sets 
 

IV. CONCLUSION 
 Thus using muti objective function it satified the automatic generation of number of clusters k-value .It compare with 
the two modules shows genetic with k-means is used as the global search and AMOSA used as the local search, when 
these are combined these improve the performance of the algorithm. It has generates the best solution based on Pareto 
optimal solution.Then it generates the automatic number of clusters k-value using k-means. By these it overcomes the 
drawback of k-means algorithm and usage of single objective function because it uses the multiobjective optimization 
which uses Pareto optimal front as the best solution. Hence it satisfied by generation of new algorithm for automatic 
clustering in unlabeled data sets.  

But in genetic algorithm there is some drawback due to population diversity and convergence for improving these 
techniques can able to use other popular optimization techniques. 
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