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ABSTRACT: -Reviewer gender classification is an important function of Sentiment Analysis system. Both supervised 
and unsupervised approach may be applied for gender classification. In this paper we used supervised machine learning 
approach. We use three different classifiers, namely Naïve Bayes Classifier, Maximum Entropy Classifier and Decision 
Tree Classifier respectively. We trained all classifiers using same training set and same feature function. Then we test 
the Accuracy, Precision, Recall, F1-measure of all test cases using same test set. Finally, we make an comparative 
study about performance of this classifiers. 
 KEYWORDS: naïve bayes classifier; maxent classifier; decision tree classifier; text classification; gender 
classification; classifier 

I. INTRODUCTION 
Classification problem can be defined in the following way-we have a set of classes, then we have to predict the class 
of given input object. Classification problem can be used beyond Information Retrieval like (1) image classification-to 
detect the image belongs to which class –landscape or portrait. (2) check e-mail which is spam or not.(3)sort the 
message coming from friend, family, office etc. classification can be done manually, but that is very time consuming, 
so we have to use computer for this purpose. We have to derive rules for each class. 
Apart from manual classification and rule-based technique, we can use supervised machine learning for classification. 
For that approach, we need a training set. Classifiers will be trained using that training set. After that, we have to create 
a test set to check the accuracy and other measures of classification. Training set and Test set should be independent to 
each other. Each object of training set should be labeled manually, which is comparatively easy approach rather than 
derive rules. But feature selection is the main approach in this learning mechanism. Our goal in this classification is to 
detect the best class of a given document means high accuracy in Test data.   

II. RELATED WORK 
In [5], Moghaddam et al,  use Support Vector Machine to classify gender from visual image with low resolution (21-
by-12 pixels) processed from 1,755 images from the FERET face database. The performance of SVMs (3.4% error) is 
shown to be superior to traditional pattern classifiers (Linear, Quadratic, Fisher Linear Discriminant, Nearest-Neighbor) 
as well as more modern techniques such as Radial Basis Function (RBF) classifiers and large ensemble-RBF networks. 
In [6], Zehang, et al used Principal Component Analysis (PCA) to represent each image as a feature vector (i.e., eigen-
features) in a low-dimensional space. Genetic Algorithms (GAs) are then employed to select a subset of features from 
the low-dimensional representation by disregarding certain eigenvectors that do not seem to encode important gender 
information. They used four different classifiers to test the accuracy, namely Bayes classifier, Neural Network (NN) 
classifier, Support Vector Machine (SVM) classifier, and a classifier based on Linear Discriminant Analysis (LDA). 
Out of them, error rate of SVM classifier was very low 4.7% from an average error rate of 8.9% using manually 
selected features. In [7], Malcolm, et al used an extended set of predominantly topic content-free e-mail document 
features such as style markers, structural characteristics and gender-preferential language features together with a 
support vector Machine Learning algorithm. In [8], Mukherjee et al propose two new technique  to improve the current 
result. The first technique introduces a new class of features which are variable length POS sequence patterns mined 
from the training data using a sequence pattern mining algorithm. In [9], yan et al presented a Naıve Bayes 
classification approach to identify genders of weblog authors. In addition to features employed in traditional text 
categorization, they used weblog-specific features such as webpage background colors and emoticons. The second 
technique is a new feature selection method which is based on an ensemble of several feature selection criteria and 
approaches. In [10], Amasyalı et al used four different classifiers to detect 3 different areas such as determining the 
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identification of a Turkish document’s author, classifying documents according to text’s genre and identifying a gender 
of an author. Naive Bayes, Support Vector Machine, C 4.5 and Random Forest were used as classification methods. 
 

III. PROBLEM DEFINITION 
In this paper,  we use classifiers for Gender Classification, where input object is a name and classifier will predict it 
belongs to which class-male or female. Our set of class has only two members. To train classifier, we use name corpus, 
where 8000 different name are already present and each name are same. We use suffle() function to build train set and 
test set. So every time, training set and test set are different from earlier step. Then we derive feature_selection() 
function from name and train the classifier using that features. Finally, we check the Accuracy, Precision, Recall, 
F1measure of each classifier using Test Set and make a comparative study. 

IV. FEATURE SELECTION 
Feature Selection is the main criteria to train a classifier. After training, classifier test every object of test set using that 
feature. Generally, classifiers follow probabilistic model of Information Retrieval. So, classifier calculates probabilities 
of each class of input object and produce output class whose probability is heighest. Classifier trained using that feature 
from training set. For testing purpose, classifiers calculate the probability of each object using that feature and predict 
output. 

V. CLASSIFIERS 

1. NAÏVE-BAYES CLASSIFIER 
Naïve-Bayes classifier is working based on Baye’s theorem of conditional probability. When input become very high, 
this classifier should be used. This classifier builds using probabilistic model. Here only two class label are present. So, 
we used binary classification. Conditional probability is calculated with respect to every name in the test set. Like, if 
input name is X and class label is C, then it will calculate P(X|C) and P(X|~C) where P(X|C) is probability of name X 
belongs to class label C and P(X|~C) is probability of name X not belongs to class label C. 

2. MAXIMUM ENTROPY CLASSIFIER 
Maximum Entropy Classifier, also called Conditional Classifier, converts labelled feature sets to vector using encoding. 
The encoded vector is used to calculate weight of each feature that used to label the test data. Some parameters like 
“algorithm = iis”, “trace”, “max_iter”, “min_lldelta” have been set to get more accurate results. 
The basic idea behind Maximum Entropy Classifier is probabilistic distribution function. “iis” algorithm iteratively 
increases the weight. “max_iter” species maximum number of iterations where “min_lldelta” specifies least change in 
log_likelihood required for iteration and change the weights.  

3.DECISION TREE CLASSIFIER 
Decision Tree classifier works by creating classification tree, where each non-leaf node corresponds to a feature name 
and their children corresponds to a feature value. Decision Tree classifier is often used in text classification problem. 
This is also a supervised machine learning approach. So training set and test set need to be created. During training, 
Decision Tree Classifier creates a binary tree where the child nodes are also instance of classifier. The leaf nodes 
contain only a single label, which the intermediate child nodes contain decision mapping for each feature. It contributes 
the final decision of classification. 

VI. SIMULATION RESULTS 
Precision (P) is the fraction of retrieved documents that are relevant; P(relevant|retrieved) 
Recall (R) is the fraction of relevant documents that are retrieved; P(retrieved|relevant). 
If retrieved document is relevant, then it is true positives (tp), If retrieved document is not relevant, then it is false 
positives (fp), If not retrieved document is relevant, then it is false negatives (fn), If not retrieved document is not 
relevant, then it is true negatives (tn). So  

Precision = tp/(tp+ f p)  
Recall = tp/(tp+ f n).  
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Accuracy  is the fraction of its classifications that are correct. So  
accuracy =(tp + tn)/(tp + f p + f n + tn). 

A single measure that trades off precision versus recall is the F measure,which is the weighted harmonic mean of 
precision and recall. 
 
Accuracy (comparative analysis) 
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1) NAÏVE BAYES CLASSIFIER FOR MALE 
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2) NAÏVE BAYES CLASSIFIER FOR FEMALE 
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4) MAXIMUM ENTROPY CLASSIFIER FOR FEMALE 
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Graph Based Comparative Analysis 
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e) F1 measure for Male 
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Mark Kantrowitz and Bill Rossis dated 1994-03-29) is used for training and testing purpose. All graphs are plotted by 
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VII. CONCLUSION AND FUTURE WORK 
In this paper, we use three classifiers to check the accuracy of three classifiers. Based on the results, we conclude 

that Maximum Entropy Classifier with “iis” algorithm, gives best result compare to other classifier. In future, we will 
try to use this classifier for another type of text classification problem. 
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