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ABSTRACT: “Collocation is a derivation of several typematic features of spatial objects”. A general mathematical 
definition can be given to the collocation as just a variable therefore possessing more than one quality that belongs to a 
spatial object. However, the spatial object is a finite set of features, except that the features change when there is a 
major/great change in the spatial domain that is engulfed in the spatial object. The change of features does not affect 
much the collocation, only except there is a great phenomenal change. The collocation will provide all the necessary 
feature set required for the expression of the spatial rule. The spatial rule defines the core of knowledge patterns in the 
spatial domain. The knowledge patterns can be applied to mine the quality of a spatial domain. The spatial rule carves 
up into spatial association rule and collocation rule. A seamless definition of a collocation rule is a set of features that 
belongs to a set of spatial objects prevailing in the spatial domain that describe the knowledge pattern.  
 

 Keywords: Spatial Data Mining, Temporal Mining, Spatial knowledge, Collocation, Geographic Information 
System. 

I. INTRODUCTION 

In general, the representation of rules that are in the subject of data mining contains various syntactic and semantic 
significances. Modelling a rule definition is another important task for the data miners to bring back the emerging 
needs of the trends that are detected from the large spatial databases. There is lot of vagueness in defining the structures 
for the spatial data sets and the spatial related data sets. Reasons can be anxious from different directions of 
unavailability of super infrastructures, defining exact structure means making the spatial data more popular, and other 
defense restrictions. These reasons may look out as limitations or other way of preserving security for the data, instead 
of established seamless communication between one GIS to another.  

II. RELATED WORK 

A geographic information system is an information system for data representing aspects of the surface of the earth 
together with relevant facilities such as lakes, houses, and roads. A geographic database provides spatial and non-
spatial information.  In the developing era of GIS and mobile communities, it is very essential to integrate several GIS 
societies. For globalization of several spatial domains and to restructure them all as a global spatial domain, it is very 
essential to heighten the abstraction of some good structure that can be easily followed into programming languages as 
a type of data. A type is definitive reasoning system generally, the program deviation for a mining problem can be 
assumed as polytypic, if some of the parameters are data types. Polytypic program deviations necessitate a general non-
inductive definition of ‘data type’.  A definition: a data type is a relator that has membership interferences that can be 
suggested. The definition throws much light on how the various other properties that are shared by all data types 
influence the definition of the collocation type. In particular, case of databases, all the data types must have the unique 
strength and all natural transformation between data types is strong [1]. 

Many aspects of data types design deal with the problem of non-determinism, but ultimately they lay at the 
concepts of functors called relators. A functor is a constructor for a data type. A relator is which that can establish 
monotonic link between different facets of data types. The notion of membership has been examined in several 
experiments of the spatial data and the representation of the collocation erstwhile. During the course of inspection of 
data structures, it is not only the way to describe the ability of designing data type rather understanding the elementary 
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aspects. This leads up to investigation of fans for the data types and it turns out that any relator with membership also 
has a unique fan. The definition of strong functors lead to the notion of data types what really the category theorists are 
working for the investigation. Contextually the technique of collection of several fan elements are grouped into a single 
common concept, which can be viewed as a single entity and nonessential information ignored – the abstraction [52]. 

III. THE ACTUAL DIFFERENCE 

The important and ragy (tr. rage) need to define the data type or data structure for storing the collocation rule is the 
concepts of variations (but not non-stability). The variation in the collocation is nothing but the change of intensity of 
the features that form as its core pattern.  With regard to several changes occurred in a spatial domain the features form 
collocation, or could be resolved to form other new pattern or patterns. The direction of the inference changes as the 
changes occur to the features. Thus, this paper also strongly proposes a rule: change of gravity in the collocation. 

A general definition for a collocation is proposed in [2][3][4] as a collocation is a subset of Boolean spatial features.  

where c1 and c2 are collocations,  A collocation rule is of the form:    

p is a number representing the prevalence measure, and cp is a number measuring conditional probability. 

According to normal spatial association rule, the identification of change of gravity may be considered as the 
confidence of that particular spatial item in the spatial item set that expresses equivalent to the features of a collocation 
[5][6][29]. A spatial association rule is a directional sign given to infer the basic characteristic, but a collocation rule 
could be a pattern that maps to a selected layer or layers of a spatial zone. The spatial association rule depicts the idea 
of relationship between reference objects of the spatial zone [5].  The collocation rule in its form gives a multi-
dimensional or un-directional gravity identified structure. Representing a collocation rule requires a structure that can 
adapt to the changing position of gravity among the selected set of features in it [1]. 

3.1 Change of Gravity 

Change of collocation, a pattern style representation of collocation rule contains a set of features that have various 
weights. The features exist in the pattern, add up and become new features or vanish as they become obsolete for 
knowledge representation. However, the existing and emerging features should compete with appropriate weights to 
survive in the pattern that which will contribute the quality for the knowledge representation. The gravity for the 
pattern is observed to be as the feature that has obtained more weight in the pattern. In the natural spatial domain, the 
features obtaining the weights and losing the weights or features losing the weights less than the threshold which leads 
to their disappearance is a common phenomenon. 

3.2 Syntax Modelling 

 Syntax of a type can be developed and represented by canonical symbols that exhibit the storage and 
functional significance of a type. Let for F denotes a functor and S denotes a structure, then F and S should be relative 
in all aspects. F and S determine the functional aspects and the structural aspects of a type respectively. The proposed 
concept is supported by a data structure, where it can be abstracted and built as Object Type of Object-Oriented 
Paradigm. For given problem of spatial domain S, let W be the type that is used to identify the collocation pattern. S 
contains several forms of collocation patterns (W), which can represent different expressions of spatial knowledge. The 
sum total or the total glimpse of knowledge (G) in the problem spatial domain can be 
represented as: 

 W is defined to be the collocation pattern which is defined by a set of features. The features of a collocation 
are said to be organized is this experiment in two subjective components i.e., feature type and feature set. The feature 
type describes the structural details of the feature. The feature set describes the value details of the feature. For example 
if a collocation pattern that explains about some subject of spatial object is represented by Wi, containing k features, 
then the features among them will be f0 to fk, where k weighted features can make one collocation stand as Wi. Each 
fm is carefully expressed by feature type and feature set. Feature type of feature fm may be represented by fm(T) and 
feature set of feature fm is represented by fm(S). According to the basic programming conventions the fm(T) can be 
defined as any abstract collection type that can be directly or indirectly fit into the programming definitions like array, 
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list, stack, queue, set, etc,. The fm(S) can be defined as any set of data that is consistent enough to express the idea and 
the attribute domain of the feature type. The need of representing feature as a member in the collocation like this can 
represent the knowledge. As a general procedure of data mining, converting the conventional data items into data sets 
or item sets is a general practice considered in designing the structure as a strategic weaving style. The most 
conventional style for representing the feature of the collocation is like template in C++. The selection of the fm(S) and 
the fm(T) for a feature are due to the natural phenomenal change in the spatial domain. As they change naturally, the 
importance of features varies temporally and thus the weights for each feature vary, which are naturally selected have 
indispensability and interdependency in the collocation. The need of integrated structure which encompasses the basics 
of collocation and their qualities is very essential for GIS. 

A weight graph would be a better structure to represent the collocation, with an exception of weight represented in the 
vertices than the edges. The structure considered in this paper can be called as principal-ranking structure, a simple 
derivative of weight-vertex graph. Generally the weight graph has more concern about the weights of the edges, which 
is much bothered about the shape of graph. But in this context the shape is secondary; the importance is stressed much 
upon the existence of the vertex/node in the graph and its connectivity. The vertex-weight graph does not contain any 
directional representations. The number of nodes that are connected in the graph is the matter of apprehension which 
indicates the number of features that subsist in a collocation, rather how far or near they are arranged that proposes the 
shape.[5][6]. 

 For assumed graph G, the notation is generally expressed as           G = (V, E). Let G be a weight graph. The 
length of a path P is the             sum of the weights of the edges of P.  That is, if P consists of edges e0, e1, … ek-1 then 
the length of P, is denoted w(P), is defined as 
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 But in the vertex-weighted graph the length is not the constraint, each vertex is assigned with a weight. The 
quantity of weight of a particular vertex is measured based on the importance of the feature in the pattern that is mostly 
deduced from the natural and temporal factors.  

IV. COMPLEXITY AND EVALUATION 

The space complexity of graph is typically observed by expressing the complexity at each vertex bearing weights 
that represents candidate feature types, considering the direction of the connection of the vertices with least complexity. 
In the data-type, principal-ranking structure that is illustrated in this paper, the feature types become as collection of 
data, a collection type is classically experimented. Each of the collections is responsible for the connectivity of the 
dependent feature type collections. The overall design systematically can be observed as a fanned out dependent feature 
types with the more dominant feature types. 

The type suggested experimentally can contain one or a set of dominant feature type collection in the core, and the 
other dependent feature types surrounding to the core, like a star. The star is mandatory to be observed that will identify 
the permanent feature type of the spatial object, which will be an important feature of the collocation.  If a feature is 
installed in the centre of the type, in case of single existence of the feature it will act as an intelligent key feature for the 
collocation, which may also be brought from the original data source. In case of multiple existence of the feature, the 
set of the features will become as the facts for the collocation, which contain all naturally formed feature types, the 
intelligent keys again.  

The principal-ranking structure (star-hierarchy structure) is a combination of basic B-Tree-like and Graph-List. The 
nodes of the star-hierarchy structure that represent the weighted-vertex-covers contain list of features sorted, The 
further level of nodes in the star-hierarchy structure are set-covers, contain vertex elements representing features, may 
be sorted according to the category of the set-covers’ [6][7][8][9]. But the overall structure of star-hierarchy is not 
necessarily constrained as sorted structure like B-Tree. The algorithmic complexity of the star-hierarchy structure is 
evaluated for each node and section of the structure discretely. At first-level, the weighted-vertex-covers, contains the 
features represented as base vertices, bear complexity as of a normal list. Similarly the vertices in the set-covers also 
bear complexity of a list. The classical and composite structure of the type described in this paper contains a list with 
several B-Tree nodes. The time complexity of the structure is evaluated by understanding the traversal of a list and a B-
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Tree. The general time complexity of a list containing k nodes will be O(k). The general time complexity of the B-Tree 
is said to be as the inequality h<=log (m/2)((n+1)/2). That is for m nodes, h height and n elements in each node. Where 
the complexity of the total structure becomes as O(k)+k(log(m/2)((n+1)/2)). However the complexity of the list is 
within the limits of complexity of total set of trees available in the structure it is negligible and hence the complexity 
can form as k(log(m/2)((n+1)/2)). 

According to [57][58] and other related [52][59[60][61][62][63] the concept of vertex cover applies appropriately. 
The vertex cover forms as the centrally installed set of vertices which represents the collection of the intelligent keys 
which are key feature types. Considering any heuristic graph, a collection of vertices representing the spatial objects 
and their features, a vertex cover of a graph is observed, a set of vertices that contains at least one end-point of each 
edge. A completely undirected graph is phenomenal representation of the geographical space. A vertex cover from the 
undirected graph is a subset VC  such that for all  CeEvue ,},{ . The vertex-cover, problem resolves in 
finding the value that is the size of the cover |C|.  

The data mining aspect of the graph theory persevere in designing the structure of the knowledge; approximating the 
covers from the graph is measured akin to the mining of rule and forming a structure. The approximation is most 
naturally (a heuristic) a greedy algorithm which repeatedly selects an edge that has not yet been covered, and places 
one of its end points in the current covering set. Typical approximating routines are as follows. [6][7][8][9][10]. 

Approximating the Vertex-Cover 
Input : Unweighted graph G(V,E). 
Output : Vertex Cover C. 

1. C  

2. while E  do begin 

 select any Vv ; 
 vCC  ; 

 }|{\ evEeEE  ; 
   end; 
3. return C. 
Approximating the Weighted-Vertex-Cover 
Input : G (V, E) and weight estimation  

  function w on V. 
Output : Vertex Cover C. 

1. C  

2. while E  do begin 

 select any )(Vwv  ; 
 vCC  ; 

};|{\ eveEE   
   end; 
3. return C. 

The Weighted-Vertex-Cover, determines the ultimate set of vertices that become pivotal part of the collocation type. 
The selection of the other dependents to the WVC, are based on the nearness and the matching of the relationship with 
the vertices of the WVC. 
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The Maximum match algorithm is considered to find the set of vertices that depend on the WVC. 

Input : Unweighted graph G(V,E). 

Output : Vertex Cover C. 

1. select any maximal matching EM  in G. 

2. vvC |{ is matched in M }; 

3. return C. 

The user specified threshold fixes the min-dominance and max-dominance. The more weighted features among the 
features are the features that contain count and weight more than the user specified threshold. The resultant collocation 
pattern is represented appropriately as principal-ranking structure weighted vertex graph, which reflects all the 
dimensions of the spatial knowledge. Following the greedy heuristic of sampling the vertices of a Weighted-Vertex 
Graph (WVG):  

 

 
 
 
 
 
 
 

Fig. 1 principal-ranking structure representation of collocation. 

The Set-Cover (SC) and the Weighted-Vertex-Cover (WVC) are derived from the WVG. The candidate Weighted-
Vertex Cover (i.e., wvc1) that is principal for the structure, represents the dominant features of the spatial domain, and 
the Set-Cover (i.e., sc1) represents a set of vertices that are ranked based on the dependencies on the principal. 

The programming approach to represent the above graph in a data structure is an object-oriented paradigm. Where 
all the WVCs (component of principal in the principal-ranking structure) are represented as the parent classes and 
conceptually identified as principal in this work, all the SCs are represented as the children surrounding the parent, a 
categorical subtree under the principal tree. 

 

 

 

 

 

 

 

 
Fig.2.  Principal-Ranking Structures for Spatial Knowledge Representation. 

A principal-ranking structure given in the Figure 4.2 is designed for representing a collocation pattern, which is a 
conceptually suitable structure to represent the collection of collocations. Features of high-dominance are stored in the 
principal and the other features are categorized into various subtrees under the principal. Thus the principal-ranking 
structure is useful for representing the various aspects of the spatial knowledge according to their dominance factors.  
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V. EXPERIMENTAL WORK  

The experimental work is carried out with the principles of mathematical approximation of data. The approach has 
made an attempt to study the concept of collocation and its salient parts distinctly and describe the relevant structure to 
store spatial knowledge. Schematic and mathematical assumptions are made throughout the experiment to bring 
forward the better structure that can help GIS, store and retrieve the knowledge. Consider S1 to Sn are the spatial objects 
shown in the geographical map, where each spatial object inherently possesses some features. Let us interpret 
approximations for the experiment as follows: 

Each spatial object has features, which are defined by several fuzzy sets [11]. The holder of each fuzzy set that 
defines the feature is represented by feature type. That means, a feature holds a feature type and a fuzzy set called as 
feature set which denotes several values for expressing the intensity of the feature in the spatial object. Where a = b = c 
= d = e may also apply for the approximations. According to [3][4][12][13] and others, the spatial features are 
designated as Boolean spatial features, which practically can represent only the presence or the absence of the features. 

 
 
 
 
 
 
 
 
 

Fig.3.  Sample Spatial Zone. 

TABLE I 
FUZZY SET 

 
 
 
 
 
 
 

Values of the feature pertaining to a spatial object are more important and care should be taken that the object and the 
features could not be ignored at any instance of mining activities. The reason why the values which belong to the 
feature are set of values of a fuzzy set is to describe the intensity of the features with several gradients. Let Z indicate a 
candidate fuzzy set. f1 of S1 is defined by { v | v  Z(f1)}, similarly f2 of S1 is defined by { v | v  Z(f2)}, where the size 
(elements of fuzzy set) of feature arbitrarily differs. 
  The entire process of experiment is vested completely on non-spatial feature of spatial objects with fuzzy set 
values:  
Hospital contains; crowd, working-hours and medication. 
crowd is a feature which can be expressed in values as {dense, moderate, scant, mean, low, nil}. 
working-hours is feature which can be expressed in values as {overtime, fulltime, part-time, visiting-time, lean-time, 
nil}. 
medication is feature which can be expressed in values as {available, sufficiently-available, scantily-available, not-
available/nil}. 
Fuel-station also contains; crowd, working-hours along with storage-capacity: 
storage-capacity defines the amount of service that the petrol-bunk can offer to the customers, the values that describe 
this feature are {available, sufficiently-available, scantily-available, not-available/nil}. 
The working-hours depends on the storage-capacity of the petrol bunk. 
School also contains working-hours, scholastic-offers and medication. 

S1 = [ f1 … fa ] 
S2 = [ f1 … fb ] 
S3 = [ f1 … fc ] 

S4 = [ f1 … fd ] 
S5 = [ f1 … fe ] 
S6 = [ f1 … fg ] 
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scholastic-offers describe the features pertaining to the education of the student in the school. medication, however a 
weak feature that seem to be irrelevant, but functionally the school may organize a medicating facilities which provides 
medication to the students. This feature may carry the same values that are used by the object which treats this feature 
as mandatory. 
Support Count and its Correction: 
 Support Count is a statistic measure to find the dominance of the feature. Since storage-capacity – uses same 
fuzzy set as of the medication feature, adjustment can be made either to consider storage-capacity (3 times) or 
medication (3-times).  In this example since storage-capacity behaviourally confines only to one object, which cannot 
be generalized, so only medication-3 is considered.  
  
Spatial Object – Features 

 
TABLE III  

SPATIAL OBJECT FEATURES LIST 
 

Crowd   {dense, moderate, scant, mean, low, nil}. 

working-hours   {overtime, fulltime, part-time, visiting-time, lean-time, nil}. 

medication   {available, sufficiently-available, scantily-available, not-available/nil}. 

storage-capacity  {available, sufficiently-available, scantily-available, not-available/nil}. 

Scholastic-offers  {offers to participants/students of the educational institution}. 
Support Count Finalized: 
 The overall count of the features used in the spatial domain for the spatial objects lists as Crowd-2, Working-
hours-3, Medication-3 which form the structural parts of the collocation pattern.  
 

 
 

Figure 4 Principal-ranking structure representation of collocation in the Experiment. 

5.1 Spatial Features and Spatial Objects: 
 Spatial data sets are the key area for all the spatial data mining algorithms. Selection of the spatial data 
consisting of features for the spatial data mining is crucial when it comes for implementation. The spatial data is the 
representation of the spatial objects and their features that belong to a spatial layer [14]. The graph of spatial domain 
contains fundamental x and y co-ordinates and the description about the spatial objects and their features. This provides 
the ease of generating the collocation and contigs as similar to instance lookup scheme [15][16]. For imposing the 
fuzziness in the value of the features the randomization is implemented. A Java Based Random Semantic Map Data 
Generator, a tool developed to generate the spatial objects and their fuzzy representation of features. Randomization 
gives the clear scope of generating the features with more distinct alternatives for the spatial objects. sx and sy are the 
co-ordinates for the spatial objects with their name and type described as shown in Figure 4.4. Consolidated sets of the 

Working hours -3 

Medication-
3 

Crowd-
2 
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features are the other attributes of each object, where the attributes possess the gradient values, which are fuzzy in 
nature. Table.1 shows the sample data for the experiment. 

 
Figure 5 A Screenshot of Random Semantic Map Data Generator Tool. 

VI. CONCLUSION 

The data structure described in this chapter is that fits all the requisites to store the spatial knowledge or collocation 
rule. Towards the application and integration of GIS, the feasible implementation of collocation rule that forms as a 
basic element of knowledge base of GIS is a more important concern; the structure has exceptional importance for the 
application relevant tasks.  Particularly the idea of intensification of the meaning “the feature with fuzzy sets” and its 
representation has drawn more relevance. The representation of the structure is complex, and its various subscribed 
parts which have achieved not yet been applied by theorists is given with a proof of complexity and its performance 
evaluation. A join less approach of finding the collocations is worked out as a background of the experiment. The type 
discussed in this work ideally suits to store the nuggets of spatial. 
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