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ABSTRACT: A database is a collection of information that is organized for easy storage, retrieval and update. This 

information is represented in many forms like text, table, image, chart and graph etc. here we concentrate on 

information that is stored in the form of images. Content based image retrieval (CBIR) technique explores various 

methodologies in extracting implicit knowledge, patterns and relationships found in the images from the collection of 

images. This paper focuses on various techniques that were proposed in earlier literature. 
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I. INTRODUCTION 

 

In this era of information technology, all areas of human life including commerce, government, academics, hospitals, 

crime prevention, surveillance, engineering, architecture, journalism, fashion and graphic design, and historical 

research use images for efficient services. A large collection of images is referred to as image database. An image 

database is a system where image data are integrated and stored [1]. Image data include the raw images and information 

extracted from images by automated or computer assisted image analysis. The police maintain image database of 

criminals, crime scenes, and stolen items. In the medical profession, X-rays and scanned image database are kept for 

diagnosis, monitoring, and research purposes. In architectural and engineering design, image database exists for design 

projects, finished projects, and machine parts. In publishing and advertising, journalists create image databases for 

various events and activities such as sports, buildings, personalities, national and international events, and product 

advertisements. In historical research, image databases are created for archives in areas [1]. 

Content-based image retrieval technique uses visual contents to search images from large scale image databases 

based on users’ interests. It becomes an active and fast advancing research area. Image content may include both visual 

and semantic content. Content-Based Image Retrieval (CBIR) is a technique for retrieving images on the basis of 

automatically-derived features such as color, texture and shape [2]. These techniques includes several areas such as 

image segmentation, image feature extraction, representation, mapping of features to semantics, storage and indexing, 

image similarity-distance measurement and retrieval which makes CBIR system development as a challenging task [3]. 

Several companies are maintaining large image databases, where the requirement is to have a technique that can search 

and retrieve images in a manner that is both time efficient and accurate [4]. 

Content-based image retrieval, also known as query by image content and content-based visual information retrieval 

is the application of computer vision to the image retrieval problem, that is, the problem of searching for digital images 

in large databases. Content-based means that search makes use of the contents of the images themselves, rather than 

relying on human-input metadata such as captions or keywords. A content-based image retrieval system (CBIR) is a 

piece of software that implements CBIR. In CBIR each image that is stored in the database has its features extracted 

and compared to the features of the query image. There are three important feature components for content based image 

retrieval [5]. The most common are color [6, 7], texture [8, 9] and shape [10, 11] or combinations of these. These 

features are combined to achieve higher retrieval efficiency [7]. 
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II. METHODOLOGY 

The existing methodology consists of following general steps. 

 

Step1: Pre-processing 

The image data is highly non-trivial. Reprocessing phase is applied to remove noise from the image. And it also 

consists of image segmentation. By applying noise removal filter, thinning, cleaning noise can be removed. Pre-

processing phase also include object identification. Pre-processing determines the effectiveness of image mining 

application. 

 

Step2: Feature Extraction. 

Features, characteristics of the objects of interest, if selected carefully, are representative of the maximum relevant 

information that the image has to offer for a complete characterization of the lesion 

 

Step 3: Feature selection. 

Feature selection helps to reduce the feature space that improves the prediction accuracy. 

 

Step 4: Classification. 

Classification process involves two phases: Training and testing phase. 

 
Fig.1 Content Based Image Retrieval Systems 

A. SHAPE FEATURE 

 

Shape is one of the important features and contains the most attractive visual information for human perception [12]. 

We use the term shape to refer to the information that can be deduced directly from images and that cannot be 

represented by color or texture; as such, shape defines a complementary space to color and texture [13]. Shape 

representations techniques used in similarity retrieval are generally characterized as being region based and boundary 

based [14]. 

 

B. COLOR FEATURE 

 

The color feature has widely been used in CBIR systems, because of its easy and fast computation [15]. Color is one 

of the visual attributes that can provide more information about the visual content of an image and the most widely 

used feature in CBIR [16, 17]. This is a compact representation of the color feature to characterize a color image [18-

20]. Color is one of the important feature of an image, which depicts much of the information from the image. RGB 

color model do not correspond to the human way of perceiving the colors. And also RGB space do not separate the 

luminance component from the chrominance ones. Therefore, HSV color space is used in our approach. Each 
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component of HSV model contributes directly to visual perception, therefore it is commonly used in image retrieval 

systems [21], [22]. 

 

C. TEXTURE FEATURE 

 

Texture is one of the most important defining features of an image [23]. In image classification texture provides 

important information as in many images of real world [24, 25]. Texture is another important attribute of an image and 

it refers to innate surface properties of an object and their relationship to the surrounding environment. For texture 

analysis we use a gray level co-occurrence matrix (GLCM), which is a simple and effective method for representing 

texture [26]. 

 

D. SIMILARITY MEASURE 

 

The Similarity functions seek calculates the content difference between two images based on their features. One of 

the images is given as search parameter and another is stored in the database and had their features previously extracted 

[27]. A measurement of how close a vector to another vector is called similarity measurement [28].The query image 

features are used to retrieve the similar images from the image database. Instead of directly comparing two images, 

similarity of the query image features is measured with the features of each image in the database. Computing the 

distance between the feature vectors is the measure of similarity between two images. The retrieval systems return the 

first images, whose distance from the query image is minimum [29]. 

 

There are four major classes of similarity measures: 

1. Color similarity, 

2. Texture similarity, 

3. Shape similarity, 

4. Object and Relationship similarity.     

III. LITERATURE REVIEW 

 

Choras et al.,[30] proposed an integrated color, texture and shape feature extraction method in which Gabor filtration 

is used for determining the number of regions of interest (ROIs). They calculated texture and color features from the 

ROIs based on threshold Gabor features and histograms, color moments in YUV space, and shape features based on 

Zernike moments. The features presented proved to be efficient in determining similarity between images. 

 

Jain and Singh [31] provided an overview of the functionality of content based image retrieval systems by 

combining advantages of HC and divide and conquer K-Means strategy. He proposed HDK method to use both 

advantages of HC and Divide and conquer K-Means by introducing equivalency and compatible relation concepts.  

 

Singha and Hemachandran [32] presented the content based image retrieval using features like texture and color, 

called Wavelet Based Color Histogram Image Retrieval (WBCHIR). The texture and color features are extracted 

through wavelet transformation and color histogram and the combination of these features is robust to scaling and 

translation of objects in an image. He also demonstrated a promising and faster retrieval method on a WANG image 

database containing 1000 general-purpose color images. 

 

Pinjarkar et al.,[33] discussed various methodologies used in the research area of Content Based Image Retrieval 

techniques using Relevance Feedback. To improve the retrieval performance of the CBIR the Relevance Feedback 

technique can be incorporated in CBIR system to obtain the higher values of the standard evaluation parameters used 

for evaluation of the CBIR system which may lead to better results of retrieval performance. He also discussed various 

relevance feedback techniques for Content Based Image Retrieval systems, the various parameters used for 

experimental evaluation of the systems and the analysis of these techniques on the basis of their results. 
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In [34] provides an overview of the technical achievements in the research area of Relevance Feedback (RF) in 

Content-Based Image Retrieval (CBIR). It also covers the current state of art of the research in relevance feedback in 

CBIR, various relevance feedback techniques and issues in relevance feedback.  

 

Bulo et al.,[35] proposed a novel approach to content-based image retrieval with relevance feedback, which is based 

on the random walker algorithm introduced in the context of interactive image segmentation. The idea is to treat the 

relevant and non-relevant images labeled by the user at every feedback round as “seed” nodes for the random walker 

problem. The ranking score for each unlabeled image is computed as the probability that a random walker starting from 

that image will reach a relevant seed before encountering a non-relevant one. 

 

In [36] put forth an image mining technique using wavelet transform. The author proposed an image mining 

approach using wavelet transform. It uses common pattern identification and data mining models. They have 

constructed a prototype system for identification using DWT +PCA system. Handling large number of images at the 

source machine is a crucial task and hence gives rise to memory management issue. The database should be so efficient 

to handle images efficiently. 

 

Lionel Gueguen and Mihai Datcu [37] addressed the problem of extracting relevant information from Satellite image 

time series (SITS) based on the information-bottleneck principle. The method depends on suitable model selection, 

coupled with a rate–distortion analysis for determining the optimal number of clusters. They presented how to use this 

method with the Gauss–Markov random fields and the auto binomial random fields model families in order to 

characterize the spatio-temporal structures contained in SITS. In this approach spectral or geometrical information was 

not taken into account. 

 

In [38] proposed a new image mining technique using directional spatial constraints. Retrieval performance was 

evaluated by the author using precision and recall using a ground truth that was constructed by manually identifying the 

objects satisfying each query. It needs manual interpretation to improve processing time. 

 

P.Rajendran and M.Madheswaran [39] discussed an image mining technique. It combines low level features 

extracted from images and high level knowledge from specialist. It does not addressed feature redundancy, image noise 

and time complexity. 

 

In [40] proposed a framework focuses on color as feature using color Moment Block Truncation Coding (BTC).To 

extract feature for image dataset. Then K-Means clustering algorithm is conducted to group the image dataset into 

various clusters. This approach does not addressed time and speed of the algorithm. 

 

In [41] proposed two methods for discovering the underlying associations between text and images. The first method 

based on transformation measures the information similarity between visual features and textual features. Another 

method uses a neural network to learn direct mapping between visual and text features by incrementally summarizing 

associated features into a set of information template. It needs to perform batch learning on a fixed set of training data. 

 

Maybin Muyeba et al., [42] proposed a system for image mining using fuzzy rule. It relates the property of 

composite attributes. They partitioned the property value into fuzzy property sets. In this approach fuzzy measures and 

correlation association is not described. 

 

Surya S. Durbha et al., [43] proposed feature selection and feature transformation based on wrapper based approach. 

They adopted region based system. They have argued that selecting a relevant feature subset increases the rate of 

correctly identifying a semantic class. This system currently used imagery from only one sensor. 

 

Dubey [44] illustrated about an image mining methods which is dependent on the color Histogram, texture of that 

image. The query image is considered, then the COLOR Histogram and Texture is created and in accordance with this 

the resultant image is found. In this approach computing time for RGB color space not considered. 
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IV. CONCLUSION  

 

 This paper elucidates different proposed methods and techniques used by the researchers. It propagates the 

significance of content based image retrieval systems. The ultimate aim of CBIR systems is to extract the features like 

shape, color and texture of the image from the database and compare it with the query image in order to retrieve the 

desired image. More methods and techniques are in progress to make content based image retrieval system more 

effective and efficient. This overview focuses on content based image retrieval implementations, usability and 

challenges. It also delivers conceptual overview of methodology. 
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