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ABSTRACT: This paper presents analytical study of chirp signal, by taking into consideration the method of 
Fractional Order Savitzky-Golay Digital Differentiator (FOSGDD). This paper is further used to enhance the 
performance of the chirp signal. In this method first, moving window coefficients using polynomial least square 
method and Riemann-Liouville, method is computed. Then the coefficients are used to estimate fractional order 
derivative of sinusoidal signal and chirp signal. The work proposed in the paper demonstrates that the, Root Mean 
Square Error (RMSE) and computation time is greatly improved and it can efficiently calculate the fractional order 
derivative of the noise free signal and noisy chirp signal. 
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I.INTRODUCTION 

Fractional calculus is a 300 year old topic and a lot of work has been done in the area of fractional calculus. For past 
three centuries, this subject was studied by several mathematicians and only in last few years, this has been utilized in 
several applied fields of engineering, science and economics. However recent attempt is on to have definition of 
fractional derivative as local operator specifically to fractal science theory. In the recent years, fractional calculus 
received great attention in many engineering fields. Fractional order digital differentiator is an important topic in the 
area of fractional calculus, because it computes fractional derivative of the digital signal without known function. 
The main reason of interest in this field is that there are some systems present in nature whose response can be 
accurately studied with the help of fractional derivative. Fractional order basically signifies us that order of system is a 
non-integer, for the 푛  derivative of a function 푓(푥) can be written as    

퐷 푓(푥) =
푑 푓(푥)
푑푥                                                                                                                                        (1) 

If the value of 푛 is a non-integer, 푛 = and 푓(푥) = 푥 , using Gamma function, we can write derivative of  푓(푥) as 

푑 푓(푥)

푑푥
=

Г(푚 + 1)
Г(푚 − + 1)

푥                                                                                                             (2) 

so, by using gamma function, we can calculate the fractional order derivative of a function with integer order. In the 
field of fractional calculus several methods have been implemented for the calculation of fractional order derivative of 
the signal. 

In this paper, we have visualized the method of Savitzky-Golay to enhance the performance of the signal which is 
contaminated with noise. Various other methods are also proposed for the efficient smoothening of the signal and to 
calculate its fractional order derivative. But these differentiators are not appropriate to compute the fractional order 
derivative of the contaminated signal, genetic algorithm method is also used but it is not efficient because of its large 
computation. Savitzky-Golay filter is a regression technique, which can estimate the integer order derivative of 
contaminated signal but not for fractional order. In order to overcome this problem, Fractional Order Savitzky-Golay 
Differentiator (FOSGDD) with the help of least square method and Riemann-Liouville technique is proposed, which 
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can estimate the fractional order derivative of the contaminated signal. Further in this paper we have applied different 
signals to verify the proposed work. Computation time is also calculated to specify the efficiency of the method. 
We have applied chirp signal to this differentiator because chirp signal and fractional order differentiator can be 
efficiently used in the area of radar and sonar. Chirp signals are mostly observed in the sonar and radar. Chirp signals 
are interchangeably used with sweep signal. It has other applications also such as spread spectrum communication, so 
there are enormous uses of applying chirp signal to fractional differentiator. 

II.RELATED WORK 
We studied the definition and properties of S-G (Savitzky-Golay)filters and presented how they can be designed easily 
using polynomial approximation of an impulse sequence. In contrast to most considerations of S-G filters, 
weconcentrated on the frequency domain properties, and offered an approximate formula for the 3-dB cutoff frequency 
as a function of polynomialorder 푁 and impulse response half-length 푀. Engineers with a frequency domain mindset 
may find this useful if they choose to use S-G filters in their application [6]. SG filter is used to implement fractional 
order differentiator and the efficiency of this method is validated. Proposed method is compared with several popular 
methods and it is analyzed that the proposed method is better than all the other methods[4].The fractional derivative of 
power function is defined. Then, the impulseresponse of fractional order differentiator is obtained by solving linear 
equations of Vandermonde form. Finally, one example is used to demonstrate that the fractional derivatives of digital 
signals are easily computed by using proposed filtering technique. This paper proposes easy recursive formulas to 
design fractional order differentiators with low error as compared to previous methods [5]. 
 

III.DESIGN METHOD 
We want to smooth the given uniformly sampled signal and to estimate its 푑푛  order derivative using a filtering 
window of size 퐾, for the Savitzky-Golay filter 푑푛, is a non-negative integer in which 푛 < 퐾 so that we can compute 
least square polynomial. 

푓 (푖) = 푎 푖                                                                                                                                 (3) 

where푓 (푖) is a polynomial function with degree 푛, 푎  is the 푘  coefficient to fit the given signal. If we want to 
accurately calculate the coefficient 푎 , least square method will be used, for better implementation (3) can be written in 
matrix form as 

푍 = 푋퐴+ 휀                                                                                                                                                    (4) 

where푍 = [푧 , 푧 … . . 푧 ]  denotes the measured signal points in the filtering window, 퐴 = [푎 ,푎 … . .푎 ]  implies 
coefficient vector of polynomial function, 휀 is the estimation error and 푋 is a 퐾 × (푛 + 1) Vander-monde matrix, 
written as 

푋 =

1 1 … 1
1
⋮

2
⋮

…
⋮

2
⋮

1 퐼 … 퐼

                                                                                                                                (5) 

We can obtain the coefficients of best fit polynomial by minimizing the sum of squared errors between the actual data 
and fitting points, hence we can obtain 

퐴 = (푋 푋) 푋 푍                                                                                                                                         (6) 

Using (6) we will get estimation of the given signal by 

푍̅ = 푋퐴 = (푋 푋) 푋 푍 = 푀푍                                                                                                                (7) 
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Where 푀 denotes the moving window coefficient matrix, which we will use for the smoothening of the given signal. If 
we want to smooth the 푘  value of the signal, we will use  푘  coefficient of 푀 to implement. 
Integer order derivative of (3) can be given as 

푑 푓 (푖)
푑푖 = 푛! 푏                                                                                                                                              (8) 

Hence, the 푑푛  order derivative of the given signal can be estimated by 
푍̅( ) = 푋( )퐴 = 푀( )푍 = [0, … ,0 ,푑푛!, …퐶 푖 ](푋 푋) 푋 푍                                        (9) 

Here, 푍̅( ) denotes the 푑푛  order derivative of the 푖 point 푋( ), denotes the coefficient of the 푑푛  derivative and 
푀( ) denotes the moving window’s coefficients. When 푑푛 is equal to zero, (9) is equivalent to (7) and can be used for 
the smoothening of the given signal. 

Further in this paper, Riemann-Liouville definition is used for the purpose of generalization of Savitzky-Golay 
differentiator from integer order to fractional order. 

퐷 푓(푥) =. 1
Г(푦 − 훼)

푑푦
푑푥푦

(푥 − 푡) 푓(푡)푑푡                                                                             (10) 

where 0 ≤ 푦 − 1 < 훼 < 푦, and Г(푦 − 훼) is the Gamma Function. Assuming the signal 푓(푥) = 푥 ,푘 ≥ 0,푥 ≥ 0 then 
the above equation becomes. 

퐷 푓(푥) =. Г(푘 + 1)
Г(푘 + 1− 훼) 푥                                                                                                                (11) 

If 훼 is integer, then the fractional order differentiation is equivalent to integer order. In the proposed method, operation 
is linear and the rule of linearity follows. Using these properties final result can be written as 

푍( ) = 푋( )퐴 = 푀( )푍 = 푎(푋 푋) 푋 푍                                                                                            (12) 

Where a is given by 

푎 =
1

Г(1 − 훼) 푖 ,
1

Г(2− 훼) 푖 ,
Г(3)

Г(3− 훼) 푖 … . .
Г(푛 + 1)

Г(푛 + 1− 훼) 푖                                      (13) 

as we have observed from the previous equations that matrix 푋 is the key to affect the computation time. We will face 
problems in computation, if 퐾 is too large, so to efficiently overcome this problem, we will increase the sampling 
interval of the observed signal. 

IV.SIMULATION& RESULTS 

A.In this section accuracy of the proposed algorithm will be validated. First we will compute the coefficients for the 
moving window’s weights 푀( )of the 푖  point 푥  for given 훼 = 0.5,푛 = 3,퐾 = 9 and sampling interval 휃 = 1. The 
results are given in Table.1 for the given signal 푧 = 푥 . For the verification of given results in the function 푧 = 푥  
using 푀( ), if 푥 = 5 we can write (Г(4) Г(4 − 0.5))⁄ 푥 . = 100.9253, which is same as result shown in last 
column of  Table.1. 
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푀( . ) 
(푥 ) 

1 2 3 4 5 6 7 8 9 푥  
(derivative) 

1 
2 
3 
4 
5 
6 
7 
8 
9 

0.192 
-0.062 
-0.159 
-0.187 
-0.170 
-0.121 
-0.046 
0.051 
0.167 

0.151 
0.031 
-0.02 
-0.05 
-0.06 
-0.06 
-0.05 
-0.04 
-0.02 

0.114 
0.095 
0.075 
0.049 
0.018 
-0.01 
-0.05 
-0.10 
-0.14 

0.080 
0.131 
0.136 
0.115 
0.076 
0.022 
-0.04 
-0.12 
-0.20 

0.050 
0.139 
0.160 
0.147 
0.110 
0.053 
-0.01 
-0.10 
-0.20 

0.024 
0.118 
0.147 
0.144 
0.118 
0.076 
0.020 
-0.04 
-0.12 

0.001 
0.069 
0.096 
0.106 
0.102 
0.090 
0.071 
0.045 
0.013 

-0.01 
-0.00 
0.008 
0.033 
0.062 
0.096 
0.134 
0.175 
0.220 

-0.03 
-0.11 
-0.11 
-0.07 
-0.00 
0.093 
0.209 
0.343 
0.493 

1.80 
10.21 
28.14 
57.77 

100.92 
159.20 
234.05 
326.81 
438.71 

Table.1 Moving window’s weights of the FOSGDD with 훼 = 0.5,푛 = 3 for different 푥 ′푠 

B.In this section we will compute moving window coefficient for different values of 훼, 푥 = 4, 푛 = 2,퐾 = 9 and 휃 =
1, the results are shown in Table.2 From the results it is verified that this method is efficient for the calculation of 
fractional order derivative of signal. The results presented in Table.2 are same as result calculated by (11).  

푀( ) 
(훼 ) 

1 2 3 4 5 6 7 8 9 푥  
(derivative) 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1 

-0.090 
-0.133 
-0.160 
-0.174 
-0.177 
-0.170 
-0.157 
-0.138 
-0.116 
-0.091 
-0.066 

0.060 
0.018 
-0.01 
-0.03 
-0.05 
-0.06 
-0.06 
-0.06 
-0.06 
-0.05 
-0.05 

0.168 
0.128 
0.094 
0.064 
0.039 
0.018 
0.002 
-0.01 
-0.02 
-0.02 
-0.03 

0.233 
0.198 
0.164 
0.132 
0.103 
0.076 
0.052 
0.031 
0.012 
-0.00 
-0.01 

0.255 
0.226 
0.196 
0.166 
0.137 
0.110 
0.083 
0.059 
0.037 
0.017 
-0.00 

0.233 
0.212 
0.190 
0.166 
0.142 
0.118 
0.095 
0.073 
0.052 
0.033 
0.016 

0.168 
0.158 
0.146 
0.132 
0.117 
0.102 
0.087 
0.073 
0.058 
0.045 
0.033 

0.060 
0.062 
0.063 
0.063 
0.063 
0.062 
0.060 
0.058 
0.056 
0.053 
0.050 

-0.09 
-0.07 
-0.05 
-0.03 
-0.02 
-0.00 
0.014 
0.030 
0.044 
0.056 
0.066 

64.000 
63.081 
61.995 
60.744 
59.335 
57.773 
56.066 
54.224 
52.258 
50.179 
48.000 

Table.2 Moving window’s weights of the FOSGDD with different 훼′푠, given 푥 = 4 and 푛 = 3 

C. In this section we will use the proposed differentiator for the purpose of smoothening of given signal 푧(푡) =
sin (4푡) contaminated with uniformly distributed random noise. We will take 퐾 = 1000, 푛 = 14,휃 = 5 and 훼 is 
changing from 0.1 to 0.9 at an interval of 0.2 result of smoothen signal is shown in Fig.1. Solid curve denotes the 
contaminated signal and others show  

 

 
Fig.1. Smoothening of curve for different fractional order derivative. 
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the result of different 훼 values. From the result it is verified that proposed differentiator has good smoothening 
performance for the contaminated signal. 

D.In this section we will apply chirp signal to the proposed differentiator, applied signal can be written as  

푍 = cos (푓 + 2휋(푓 푡
(푓 − 푓 )

2푡 푡 )                                                                                                               (14) 

Here, we will compare, performance of the purposed differentiator with several popular methods, such as Tustin’s 
method, Oustaloup’s method, Euler method, Al-Alaoui Method, Simpson’s method and a New IIR method, where the 
order of differentiation 훼 is taken 0.5, 퐾 = 200, 푛 = 9. Fig.2 shows the comparison of different methods. 

 
Fig.2. Comparison of several popular methods with noise free chirp signal 

In the Fig.2 the curve is in plane line is ideal curve and the curve is in asterisk is of proposed method and the rest are of 
different methods, from the figure it is clear that the performance of FOSGDD is better than other methods and the 
RMS error of different methods is also calculated with varied fractional orders from 0.3 to 0.9 at an interval of 0.2. 
From the results it is clear that the FOSGDD method is efficiently smoothening the signal and calculating its RMS 
error From Table.3 we can analyse that response of FOSGDD is far better than other methods. 

In the error comparison, we have analysed that, Proposed FOSGDD is better than all other methods in the both, noise 
free and contaminated chirp signal experiment. In the noise free case, we have observed that other methods are equally 
effective with a comparatively high RMSE error but when it comes to comparison between noisy signals, responses of 
all the other methods are below average with a high error rate. This method is more robust than any other method and it 
can be easily and quickly be used. 

Noise free chirp signal Contaminated chirp signal with random noise 
Method α=0.3 α=0.5 α=0.7 α=0.9 α=0.3 α=0.5 α=0.7 α=0.9 
FOSGDD 
Tustin 
Euler 
AlAlaoui 
Simpson 
New IIR 

0.02111 0.1616 0.4411 0.0053 0.0030 0.1674 0.9239 0.0053 
0.04353 0.2141 1.1689 1.4289 0.3069 0.5850 3.4289 5.7724 
0.04084 0.3189 0.8821 0.0105 0.1442 0.7935 2.2098 0.0262 
0.04178 0.3524 0.9491 0.0130 0.1569 0.9265 2.4785 0.0358 
0.04123 0.2850 0.9041 0.0089 0.1275 0.6588 2.2951 0.0196 
0.04205 0.3234 0.9873 0.0113 0.1438 0.8112 2.6288 0.0292 

Table.3 RMS error comparison, for different methods, noise free and contaminated signal 
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Furthermore, comparison of different methods for efficient smoothening of noisy signal is performed. Result is shown 
in Fig.3. In this experiment we have applied signal added with random noise to the differentiator. From the results, it is 
visible that only proposed method is efficient for computation of derivative of chirp signal. 

 
Fig.3. Comparison of several popular methods for the noisy signal 

 
The signal is in normal line is ideal performance and in asterisk is proposed method and rest are of different methods. 
From the results it is clear that noise is totally removed and from the table it is verified that this method has low RMS 
error as compared to other methods. 
For the calculation of root mean square error, we can write as 

푅푀푆퐸 =
∑ (푍̅ − 푍)

푛                                                                                                                            (15) 

Where, 푍̅ =estimated signal response, 푍 =ideal signal response and 푛 = number of samples 

By calculating the RMSE, it is verified that the response of differentiator is better than the other methods, so that it is 
the only differentiator of its type which will be used for the purpose of smoothening and computation of fractional 
derivative. 

Method FOSGDD Tustin Euler Al-Alaoui Simpson New IIR 
Computation 
Time(sec) 

0.000067 0.050387 0.006281 0.006170 0.005385 0.005213 

Table.4 Computation time of different methods 

In Table.4, computation time of different methods is computed and it shows that FOSGDD consumes very less time in 
computation. This method consumes very less time for the computation of derivative of the signal so it will be 
efficiently used in many practical applications. 
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IV.CONCLUSION 
This paper presents a design method to implement a fractional order differentiator. In this paper we have used least 
square method and Riemann-Liouville method to implement the proposed method, from the experimental analysis it is 
clear that it can accurately estimate the fractional order derivative of the different signals, like chirp signal, sinusoidal 
signal etc. It can accurately smoothen the signal and calculate its fractional order derivative. Another advantage of this 
method is that, it consume less time in comparison to other methods. As it comes to contaminated signal, it is better 
than any other method. In future this method can be applied in medical image enhancement. It might be used in 
biomedical signal processing of electrocardiograph (ECG) and left ventricular pressure (LVP), where numerical 
differentiation is required to extract information about rapid transients enclosed in the signal. 
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