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ABSTRACT: Proportional-Integral-Derivative (PID) Controllers plays a significant role in many industrial and 
commercial applications. Designing of PID controller is always a challenging problem especially for high order 
systems. It is known that PID Controller is employed in every aspect of industrial automation. The PID Controller 
applications are spanned from small industry to higher technology industries. Hence, the problem is always how to 
optimize the PID Controller. Generally, initial designs obtained by all means need to be adjusted repeatedly through 
computer simulations until the closed-loop system performs or compromises as desired. This simulation involves the 
development of “intelligent” tools that can assist engineers to achieve the best overall PID control for the entire 
operating range. Self-tuning method for PID Controller using Evolutionary Computational (EC) Techniques capable of 
providing robust design. In this paper two types of tuning methods are presented, namely Genetic Algorithm and 
Modified Interactive Evolutionary Computation Method. The results obtained by them based on velocity control of DC 
motor and harmonic analysis are analysed and a comparative study of the two are presented.  
 
KEYWORDS: DC motor, PID, Genetic Algorithm, MIEC 
 

I.INTRODUCTION 
 

PID Controller is a generic control loop feedback mechanism and is widely used in control system. PID 
Controllers use three basic behavior types or modes: P - proportional, I - integral and D - derivative. While proportional 
and integral are together used as single control mode, a derivative mode is rarely used on its own in control systems. 
Combinations such as PI and PD control are very often used in practical systems. A proportional–integral–derivative 
controller or commonly known as PID Controller is a generic control loop feedback mechanism (controller) widely 
used in industrial control systems. Therefore, a PID is the most commonly used feedback controller [1]. Such type of 
controller estimates fault rate as the difference between a considered method variable and a required set-point. The 
designed controller tries to reduce the error by correcting the process control inputs. The PID Controller algorithm 
consists of three distinct stable parameters, and is consequently termed as three-term control, they are proportional, 
integral and derivative values, denoted as P, I, and D. The weighed sum of these three events is deployed to regulate 
the process using a control constituent. A PID Controller is the most excellent controller. The controller has a potential 
to facilitate the organized act programmed for specific process needed by modifying the three parameters in a PID 
Controller algorithm. The block diagram of a PID Controller is shown in Fig. 1. A PID Controller consists of a 
Proportional element, Integral element and a Derivative element and all three are connected in parallel and each of 
them takes error as input. The gains are Kp, Ki, Kd of P, I and D elements respectively. Changing in controller gain K 
can change the closed loop dynamics and may result in the following conditions: (i) Smaller steady state error. (ii) 
Faster dynamics, i.e. broader signal frequency band of the closed loop system and larger sensitivity with respect to 
measuring noise. (iii) Smaller amplitude and phase margin. 
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Fig.1: Block Diagram of PID Controller 

 
A Tuning: 

Once the gains of various control parameters are obtained the next step is all about tuning. Tuning a control loop 
means the modification of its control parameters to its optimum values for the desired control response. While tuning 
stability of the system must be taken in to consideration. Tuning plays a very important role in all PID controllers. PID 
tuning is a difficult problem, even though there are only three parameters and in principle it is simple to describe, but it 
must satisfy complex criteria within the limitations of PID control. There are accordingly various methods for loop 
tuning. In all the methods, usually, initial designs need to be adjusted repeatedly through computer simulations until the 
closed-loop system performs or compromises as desired. There are several conventional methods for tuning the PID 
controller. Namely, Ziegler-Nichols, Cohen-Coon and Chien-Hrones-Reswick procedures.  But the rapid advances in 
computer technologies have enabled high-performance measurement and control systems to form an essential part of 
industrial plants which was not possible in conventional tuning methods. 

 
Based on the literature survey carried out it has been felt that there is a sufficient scope to implement newer and 

more powerful control algorithm for tuning the PID Controller to achieve better performance. In this context EC 
algorithms such as Genetic Algorithm (GA) and Modified Interactive Evolutionary Computation (MIEC) are chosen 
for implementation. The present paper deals with the optimization of controller parameter and the velocity control of 
DC Motor which can provide the better performance due to better optimized values of PID Controller tuning 
parameters using both GA and MIEC and their results are compared. The simulation studies have been carried out 
using MATLAB / SIMULINK model to look into the feasibility of the proposed scheme. 
 

II MODELING A DC MOTOR 
 

Electric DC Motor converts electrical energy to mechanical energy using the electromagnetic induction principle 
[9]. Fig. 2 represents the schematic representation of a DC Motor. To achieve velocity control of a DC Motor, the 
primary requirement is to model the DC Motor system itself [10]. In control systems terminology it is referred to as 
plant modeling. The major steps in developing a DC Motor model are as follows: 

(i) Represent the system’s schematic of DC Motor.  
(ii) Formulate the system equations. 
(iii) Generate the transfer function. 
(iv)  Develop the SIMULINK model. 

 
By applying a voltage to the coil, it causes a current to flow which produces a proportional torque. This in turn 
accelerates the armature. As the armature gathers speed, a proportional electromagnetic field is generated which tends 
to oppose the current. Eventually, the rotor gathers sufficient speed such that the back electromagnetic field just equals 
the applied voltage. In the steady state condition, no current flows in the coil thus there is no further acceleration and 
the rotor turns at a constant speed. This condition is for a perfect motor with no friction at all in the bearings and no 
electrical power losses. 
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Fig. 2: Schematic Representation of DC Motor 

 
In practice, running a motor at steady speed requires a small amount of current to flow sufficient to just overcome 

the friction at that speed. The rotor coil will also have some resistance, so any current will cause Ohmic losses and a 
small voltage drop. The coil also has self inductance if the current in the coil changes then there will be an induced 
back Electro-Motive Force (EMF) which opposes that change. 

 
A.  System Equations: 

Considering the above mentioned Fig 4.4, the armature resistance, Inductance and the back EMF of the presented 
model are Ra, La, eb respectively.The motor torque τ is related to the armature current Ia by torque constant K. The 
motor torque τ is the force which is required to provide an angular rotation or a force required to rotate the object about 
its axis. The torque force is related to the armature current i , torque constant K represented as: 

iK                                       …………..........(1) 

The back EMF voltage or electromagnetic force that acts against the current which is induced by armature is related to 
angular velocity and is represented as:  

dt
dKKeb
 

                   ……………….(2) 
In mechanical domain, if J is the rotational moment of inertia of motor, τ m is the motor angular velocity, τ l is the net 

torque or the electromagnetic torque and load torque then the torque equation in terms of moment of inertia can be 
written as:  

  iim K
dt
dj  

          ....……………..(3) 
Combining Newton’s Law and Kirchhoff’s Law we can write: 

iK
dt
dj 2

2

                            ……………….(4). 

dt
dKVR

dt
diL aaa




   .................. (5) 
 

The s-domain presentation of the system can be presented as:  
   sKIsjs                         ……………. (6) 
      )(sKsVsRIsLsI  ............. (7) 

 

To find the transfer function we require            )(
)(

sV
s

    
So, 
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Fig. 3: Block Diagram of a DC Motor 

 
III GENETIC ALGORITHM 

 
GA is a stochastic global adaptive search optimization technique based on the mechanism of natural selection [11]. It 

is a heuristic mimicking the natural evolution process and is routinely used to generate useful solutions of an 
optimization problem. GA has been recognized as an effective and efficient technique to solve optimization problems. 
Compared with other optimization techniques, such as simulating annealing and random search method techniques, GA 
is expected to be superior in avoiding local minima, which is a significant issue in case of non-linear systems [12].We 
know that the performance parameter for any DC Motor can be optimized by employing the PID Controller and then 
optimizing or lowering the error functions. In the present work, GA is used to derive the PID Controller parameters by 
optimizing the error in the DC Motor angular velocity.The flow chart presented in Fig. 4 below represents real 
implementation of GA so as to optimize the relative output of the parameters which are responsible for the motor 
control and hence the velocity / speed control. 

 

 
 

Fig. 4: Flow chart 
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A. Genetic Operators  
In each generation, genetic operators are applied to select the individuals from current population to create a new 

population. Generally, three main genetic operators are employed and they are reproduction, crossover and mutation. 
Using different probabilities for applying these operators, the speed of convergence can be controlled. Crossover and 
mutation operators must be carefully designed, since their choice greatly affects the performance of whole GA.  

 
B. Reproductions  

A part of new population can be created by simply copying without changing the selected individuals from the 
present population. Also the new population has the chance of selection by already developed solutions. There are 
number of other selection methods available and it is left to the user to select an appropriate one for each process. All 
selection methods are based on the same principle, i.e., provides fitter chromosomes to have a larger probability of 
selection.  

Four common methods for selection are:  
(i) Roulette Wheel selection                     (ii)        Stochastic Universal sampling  
(iii) Normalized geometric selection          (iv)        Tournament selections  

 
C. Crossover 

 Crossover operator is one of the main operators that are used to produce offspring that are different from their 
parents but which have inherited a portion of their parent’s genetic material. From this operator, a selected chromosome 
is split into two parts and recombines with another selected chromosome which has been split at the same crossover 
point. Typically this operator is applied at a rate of 60% to 80% of the population, at the crossover point and each pair 
is randomly selected. 
D. Mutations 

 The mutation operator plays a secondary role in the evolution process. It helps to keep the diversity in 
population by discovering new or restoring lost genetic materials by searching the neighborhood solution space. 
Despite the fact that mutation can serve a vital role in a GA, it is noted that it occurs with a small probability rate of 
0.1% to 10% of the entire population. 

 
IV MODIFIED INTERACTIVE EVOLUTIONARY COMPUTATION 

 
Interactive Evolutionary Computation (IEC) or aesthetic selection is a general term used for method of Evolutionary 

Computation (EC) that uses human evaluation. Usually human evaluation is necessary when the form of fitness 
function is not known. The interactive EC is a technology that optimizes the system based on human subjective 
evaluation. Simply stated, the EC fitness function is replaced by a human. Interactive EC is the optimization technique 
based on the subjective scale. Humans evaluate the distance between the goal and a system output in psychological 
space. On the other hand, EC searches in a parameter space. The interactive EC is a system in which both human and 
EC cooperatively optimize a target system based on mapping relationship between the two spaces. Interactive 
evolutionary computing is a technique from the class of evolutionary algorithms (EA) whose fitness function is 
replaced by a human. A human plays the role of fitness function and selects one or more individual(s) which survive(s) 
and reproduces to constitute a new generation. 

 
A. Evolution Strategy  

Search procedures that mimic with natural evolution of the species IN a natural system are coined as Evolutionary 
strategies [6]. Like GA, they require data based on objective function and constraints, and not the derivatives or other 
auxiliary knowledge. Evolution Strategies (ESs) were developed by [7], with selection, mutation and a population of 
size one.  

 
B. Selection  

For a given generation, parents and off springs are generated by recombination and mutation. They are sorted 
according to user defined criteria and the user selects the best to become parents for the next generation.  

 
C. Reproduction  

Next set of population for the successive generation is generated by a process called reproduction and this involves 
crossover (recombination) and mutation. This result in a new set of population derived from the selected solutions of 
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the previous population. Generally, the average fitness of the population is increased as compared to the previous 
population.  

 
D. Termination  

The process of optimization is stopped once a required criterion is achieved. The termination condition can be based 
on either the number of generations or the solution satisfying an optimum criterion.  

 
E. Modification to IEC 

As in automated Evolutionary optimization algorithms, IEC does not use many individuals and is not required to be 
iterated over many generations. The limitation arises because the decision maker is human and due to human fatigue, 
the process cannot be iterated over many generations. Hence, MIEC is developed which efficiently searches with a few 
individuals and a few generations. Moreover, selection of individuals as done by a human is also incorporated in the 
software in an automatic way by selecting the best four individuals from the population to participate in next 
generation. The fitness function results are sorted out from a generation and the four individuals with least value of the 
fitness function are allowed to participate in the next generation. This overcomes the limitation of the human fatigue 
and iterations over the concept where a few generations can be performed and much better optimizations can be made. 

 
V.SIMULINK MODEL FOR THE COMPLETE SYSTEM 

 
Fig. 5 presents the model developed for control optimization through MIEC or GA. Here, input is the angular output 

itself which has to be optimized for the predefined parameters. The input is fed to PID Controller which has numerator 
and denominator. The PID Controller calculates an “error” value based on the difference between a measured process 
variable and a desired set point and then it attempts to minimize the error by adjusting the process control inputs by 
choosing one best fitness function among the four best randomly chosen fitness functions. 

 
The output of PID Controller is fed to the current controller which then transfers the output to H-Bridge converter. 

The H-Bridge converter develops the voltage to be applied across a load in either direction. Enabling of the converter 
output is forwarded to the DC Motor model which regulates the armature current and its angular velocity. The armature 
current is then feedback to the current controller through current sensor. And thus the regulated output can be 
visualized on the output terminal. 
 
 

 
Fig 5: Complete SIMULINK Model of the system 
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VI.RESULTS OF OPTIMIZATION USING GENETIC ALGORITHM 
 
Fitness function in the GA algorithm structure is configured to optimize different types of errors. These errors are the 

return values from fitness function. The GA uses the return values as the fitness parameter to evaluate individuals in the 
population and hence select the best candidates. Different optimization functions and the resulting PID Controller 
transfer functions are listed below. Result of the motor speed optimization for various Error models are presented in 
Fig. 6 to 10. The results obtained for PID Controller values with GA implementation for different error models are 
presented in Table 1 along with number of generations required. 
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A. ITSE (Integral Time Square Error) 
 Time Management is the use of a system or method to improve efficiency and effectiveness. This can be 

accomplished by using the time management system of others or designing their own. The significance of time 
management is to make better use of time to get more accomplished in a given number of hours or accomplish things 
quicker to free time up to do other things. 

 
 Algorithm for ITSE 
  for i = 1: length (velocity) 
  temp = (183.26/5)*command; 
  f = f + abs ((temp-velocity (i) ^2)*tout (i)); 
  end 
The transfer function for ITSE value is as given below: 

)561.1(
242.727.8376.8 2





ss

ssPID …… (9) 

B.  ITAE (Integral Time Absolute Error)  
  for I = 1: length (velocity) 
  Temp = (183.26/5)*command; 
  f = f +abs (temp- velocity (i))*tout (i); 
  end 
The transfer function of IATE value is given below 

)019.2(
689.7917.9804.3 2





ss

ssPID … (10) 

 
C. Peak Overshoot 
f = max (velocity); 
The transfer function of peak overshoot value is given by 

)086.3(
7342.3039.9223.8 2





ss

ssPID
   

……. (11) 

D.  Absolute Error 
f = abs ((max (velocity)   183.26/5*command)) 
The transfer function of absolute error value is given by 

)117.3(
642.1883.8605.7 2





ss

ssPID …..… (12) 

E.  Squared Error 
for i = 1: length (simout) 
temp = (183.26/5)*command; 
f = f+ (temp   simout (i)) ^2; 
end 
The transfer function of squared error is given by 

)032.2(
26.287.9643.9 2





ss

ssPID …………. (13) 

 
Table 1: Optimized PID parameters for 500 rpm in GA 

Parameter ωd Ki Kp Kd Generations 

ITSE 1.561 7.242 8.27 8.376 62 
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ITAE 2.019 7.689 9.917 3.804 67 

Peak 
Overshoot 3.086 3.734 9.039 8.223 51 

Absolute 
Error 3.117 1.642 8.883 7.605 24 

Squared 
Error 2.032 2.26 9.87 9.643 35 

 
VII.RESULTS OF OPTIMIZATION USING MIEC 

 
The following section presents the results obtained from the MIEC implementation for the optimization purpose of 

the DC Motor speed control. Here, the graphical results are illustrating the variation of different PID parameters for the 
different error functions like ITSE, ITAE, absolute error, peak overshoot and the squared error. 
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The different optimization functions and the resulting PID Controller transfer function are listed below for various 
types of error models:  

 
1.) ITSE (Integral Time Square Error): It penalizes large errors more than small. This is the cumulative sum of the 
error which is represented in the form of transfer function as follows: 

)1(
397.0576.4195.4 2





ss

ssPID ………….. (14) 

2.) ITAE (Integral Time Absolute Error): When there is sum of areas above and below the set-point, this penalizes 
all errors equally regardless of direction. The ITAE value for the PID can be represented as the following transfer 
function:  

)1(
943.5811.9206.9 2





ss

ssPID      ….…… (15) 

3.) Absolute Error: It can be represented as the following transfer function: 

)147.3(
823.2




ss
PID

……………..…… (16) 
4.) Squared Error: It can be represented as the following transfer function:  

)1(
180.7519.6





ss
sPID

……………… (17) 
5.) Peak Overshoot: 

)905.1(
002.1654.2712.1 2





ss

ssPID
................... (18) 
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Table 2: Optimized PID parameters of MIEC for 500 rpm 
 

Parameter ωd Ki Kp Kd Generations 
ITSE 1 0.397 4.576 4.195 29 
ITAE 1 5.943 9.811 9.206 16 
Absolute 
Error 3.147 0 2.823 0 10 

Squared 
Error 1 0 7.180 6.519 3 

Peak 
Overshoot 1.905 1.002 2.654 1.712 8 

 
VIII.COMPARATIVE STUDIES BETWEEN MIEC AND GA 

 
Table 3 presented below represents the comparative result analysis between the two evolutionary computational 

algorithms such as GA and MIEC. The various errors models considered for these purposes are ITSE, ITAE, Peak 
overshoot, absolute error and squared error. The results presented in the table below are for two different operating 
conditions i.e., for (i) 500 rpm and (ii) 1000 rpm. The number of generations that are required for convergence for both 
GA and MIEC are tabulated for different models. For a speed command of 500 rpm, GA requires 62 generations which 
is reduced to 29 in case of MIEC and for a speed command of 1000 rpm GA requires 51 generations which is reduced 
to 4 in case of MIEC for ITSE error model. Similarly for other error models also even for the same two different speeds 
it is observed that lesser number of generations are required in case of MIEC than that of GA.  

 
Table 3: Comparative results for GA and MIEC 

 
 

Parameter 
  

Number of 
generation for 
500 rpm 
 

Number of 
generation for 
1000 rpm 

MIEC GA MIEC GA 
ITSE 29 62 4 51 
ITAE 16 67 26 53 

Abs Error 10 24 5 45 
Squared 

Error 3 35 2 32 

Peak 
Overshoot 8 51 5 48 

  
From the analysis of above data for the relative error function parameters tabulated confirms that the MIEC based 

implemented optimization technique likely to provide better performance than the GA implemented control system 
because it required lesser number generations to converge. 

 
IX. HARMONIC ANALYSIS 

 
The harmonic analyses for various speed profiles have been carried out for both GA and MIEC and the comparative 
studies are presented for a specific case. 
The following results show the harmonic result for Trapezoidal speed profile. 
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A. Genetic Algorithm results: 
 

 

 
The harmonic amplitudes are estimated using FFT package for both voltage and current. It is found that for GA 

based Evolutionary computing technique in which both odd and even harmonics are present and their amplitudes 
reduce as the order increased as shown in Fig. 17 and Fig. 19. The most dominant harmonics is only 2nd harmonic. 
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B. Modified Interactive Evolutionary Computation Technique results: 
 

 
 
 

 
 
The harmonic amplitudes and their order in both voltage and current are estimated using FFT package and are 

presented in Fig. 21 and 23. Current and voltage both have odd and even harmonics and they are found to having same 
amplitudes as shown in Figures. 

 
From the above results for harmonics we can conclude that both methods have odd and even harmonics present in 

them. Most dominant harmonics are in all the cases and speed for both optimizations are 2nd, 3rd, 4th and 5th only. Most 
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of the harmonics present have almost same amplitude in both cases, but some harmonics amplitudes are slightly 
reduced or increases as order increases in case of MIEC and GA.  But the harmonic content is smaller in MIEC than 
GA. Therefore we can conclude that performance is better in MIEC than GA. 
 

X.CONCLUSIONS AND FUTURE SCOPE 
 

In the present research work, Evolutionary Computational techniques such as GA and MIEC have been used to 
realize more effective tuning of a controller so that better optimized condition for the controller has been derived. The 
results which are obtained shows better optimized values used for the controller tuning and hence the motor 
performance is enhanced in terms of its stabilization time with reduced oscillations. 

 
The GA based algorithm adopted to tune the controller parameters for various error models mentioned above shows 

that the optimization of the speed has been achieved with various number of generations required for convergence to 
obtain the controller parameters. The number of generations required for ITSE model is 62, for ITAE 67, Peak 
overshoot model requires 51, and absolute error model requires 24 and squared error requires 35 for a command speed 
of 500 rpm. The respective settling times are found to be 6 seconds, 4 seconds, 8 seconds, 3 seconds and 3 seconds. 

The study also has been carried out for another speed command of 1000 rpm. The optimization results derived shows 
that number of generations required for optimization varies with the type of error model used. But the trend in terms of 
generation required (higher or lower) remains the same. The respective settling times are found to be 7 seconds, 2 
seconds, 13 seconds, 15 seconds and 4 seconds. For higher speed in some cases of error models found to be larger but 
at the same time in same case it is reduced. 

 
Hence, we can conclude that, since lesser number of generations is required for absolute error model for both speed, 

it takes less time to establish the steady state rather quickly than any other type of model. But at the time of transition of 
speed command, the drive had shown smaller percentage of overshoot and undershoots under specified operating 
conditions when compared to other models. Therefore, based on the results we conclude that the absolute error model is 
the best model for optimization and can be used for the velocity control of DC Motor.  

 
On the other hand MIEC technique used for tuning the controller. The results obtained for various error model based 

optimization mentioned above such as integral time squared error (ITSE), Integral time absolute error (ITAE), peak 
overshoot error, absolute error and squared error had shown that the number of generations required to stabilize the 
controlled parameters are drastically reduced. For ITSE model it reduces from 62 to 29, 67 to 16 for ITAE error model, 
51 to 8 for peak overshoot, for absolute error model from 24 to 10 and for squared error model it reduces from 35 to 3 
for a command speed of 500 rpm. The respective settling times are found to be 2 seconds, 5 seconds, 2 seconds, 3 
seconds and 2 seconds.  This shows that faster stabilization is obtained through MIEC. 

 
The study of optimization for another speed command of 1000 rpm also has been carried out using MIEC. This 

study reveals that the number of generations required for convergence reduces for MIEC as compared to GA for the 
same operating conditions. The number of generations is reduced from 51 to 4 for ITSE model, 53 to 26 for ITAE 
model, 45 to 5 for peak overshoot model, 35 to 2 for absolute error model and 48 to 5 for squared error model. The 
respective settling times are found to be 12 seconds, 8 seconds, 4 seconds, 3 seconds and 3 seconds. 

 
Hence, the number of generations required in MIEC are very much lesser as compared to GA to stabilize the 

controller parameters which results in faster response. Also at the transition of speed command the percentage 
overshoot and undershoots of developed speed found to be smaller as compared to GA. Based on these results, we can 
conclude that MIEC provides better and faster response than that of GA based PID tuning controller for the same type 
of model.  

 
Among the two methods used for the simulation studies to determine the optimized controller parameters, 

conclusion has been derived by comparing the number of generations required for the various error models that are 
generally used for same operating conditions and the time taken for stabilization. Among the various error models 
based optimization we can conclude that absolute error model provides better optimization in both GA and MIEC.  
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Hence, for a comparative study to evaluate the performance of GA and MIEC, velocity control of a DC Motor is 
performed using absolute Error model optimization. The analysis of velocity control for different speed profiles has 
been performed for such as trapezoidal, square and multiple transition speed commands. The control established more 
precisely both in the case of GA and MIEC implementation as compared to other types of generally used optimization 
techniques. From the results obtained conclusions can be drawn that stabilization obtained from MIEC based control is 
superior as compared to GA based control even though both can provide better control than other conventional 
methods. Therefore, the conclusion is that MIEC is capable of better optimizing and provides faster stabilization which 
can be used to drive control also. 
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