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Abstract: Now a day the usage of credit cards has dramatically increased. As credit card becomes the most popular 

mode of payment for both online as well as regular purchase, cases of fraud associated with it are also rising. Various 

techniques like classification, clustering and apriori of web mining will be integrated to represent the sequence of 

operations in credit card transaction processing and show how it can be used for the detection of frauds. Initially, web 

mining techniques trained with the normal behaviour of a cardholder. If an incoming credit card transaction is not 

accepted by the web mining model with sufficiently high probability, it is considered to be fraudulent. At the same 

time, the system will try to ensure that genuine transactions will not be rejected. Using data from a credit card issuer, a 

web mining model based fraud detection system will be trained on a large sample of labelled credit card account 

transactions and tested on a holdout data set that consisted of all account activity. Web mining techniques can be 

trained on examples of fraud due to lost cards, stolen cards, application fraud, counterfeit fraud, and mail-order fraud. 

The proposed system will be able to detect frauds by considering a cardholder‟s spending habit without its significance. 

Usually, the details of items purchased in individual transactions are not known to any Fraud Detection System. The 

proposed system will be an ideal choice for addressing this problem of current fraud detection system. Another 

important advantage of proposed system will be a drastic reduction in the number of False Positives transactions. FDS 

module of proposed system will receive the card details and the value of purchase to verify, whether the transaction is 

genuine or not. If the Fraud Detection System module will confirm the transaction to be of fraud, it will raise an alarm, 

and the transaction will be declined. 
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I. INTRODUCTION 

Web mining is the use of data mining techniques to automatically discover and extract information from web 

documents and services. Web mining is the application of data mining techniques to discover patterns from the Web. 

Web mining can be divided into three different types, which are Web usage mining, Web content mining and Web 

structure mining. 

Fraud is an intentional deception made for personal gain or to damage another user/individual is fraudulent. Legal 

definition varies by legal jurisdiction for fraud. Fraud is a civil law violation and also a crime. Defrauding people or 

entities of money is a common purpose of fraud.  

Credit card is a medium of selling goods or services without having cash in hand. A credit card is a simple way of 

offering credit to a consumer automatically. Credit card carries an identifying number that helps in shopping 

transactions rapidity.  

Credit card is a medium of selling goods or services without having cash in hand. A credit card is a simple way of 

offering credit to a consumer automatically [2].Credit card carries an identifying number that helps in shopping 

transactions rapidity. Credit card fraud detection is the process of identifying those transactions that are fraudulent into 

two classes of legitimate and fraudulent transactions. The credit card fraud detection system developed used four 

clusters of low, high, risky and high risk. Once the transaction is legitimate, it was processed but if any transaction falls 

into any of these clusters it was labelled as suspicious/fraudulent.  The alert goes off and the reason is given.  The 

fraudulent transaction will not be processed but will be committed to the database. Fraud is an intentional deception 

made for personal gain or to damage another user/individual is fraudulent. Legal definition varies by legal jurisdiction 

for fraud [1] [2]. Fraud is a civil law violation and also a crime. Defrauding people or entities of money is a common 

purpose of fraud.  

 

II. RELATED WORK 

Various techniques like classification, clustering and association of web mining will be integrated to represent the 

sequence of operations in credit card transaction processing and show how it can be used for the detection of frauds. 

Initially, web mining techniques trained with the normal behaviour of a cardholder. If an incoming credit card 
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transaction is not accepted by the web mining model with sufficiently high probability, it is considered to be fraudulent. 

At the same time, the system will try to ensure that genuine transactions will not be rejected. Web mining techniques 

can be trained on examples of fraud due to lost cards, stolen cards, application fraud, counterfeit fraud, and mail-order 

fraud [6].    

Using data from a credit card issuer, a neural network based fraud detection system was trained on a large sample of 

labelled credit card account transactions and tested on a holdout data set that consisted of all account activity over a 

subsequent two-month period of time. The neural network was trained on examples of fraud due to lost cards, stolen 

cards, application fraud, counterfeit fraud, mail-order fraud and NRI (Non-Received Issue) fraud. The network detected 

significantly more fraud accounts with significantly fewer false positives over rule-based fraud detection procedures. 

There are several fraud detection technology exist based on Data mining, Knowledge Discovery and Expert System 

[6][7]. All these are not capable enough to detect the fraud at the time because there are many fraudulent transactions 

are in progress due to very less chance of a transaction being fraudulent. 

 

III. PROPOSED TECHNOLOGY 

There are many ways in which fraudsters execute a credit card fraud. As technology changes, so does the technology of 

fraudsters, and thus the way in which they go about carrying out fraudulent activities. Frauds can be broadly classified 

into three categories traditional card related frauds, merchant related frauds and Internet frauds.  

 

 
Figure 1 Flow of Credit Card Transaction 

 

There are many different kinds of neural networks and neural network algorithms. The most popular neural network 

algorithm is back propagation. In back propagation, Multilayer feed Forward Algorithm used to detect fraud in credit 

card system. The field of neural networks was originally kindled by psychologists and neurobiologists who sought to 

develop and test computational analogues of neurons. Back propagation is a common method of training artificial 

neural networks so as to minimize the objective function. 
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Figure 2 Fraud Detection Systems 

 

IV. IMPLEMENTATION 

 

The proposed work has been implemented in Net beans IDE 7.1.2. Some Patterns is given as the input. Once the errors 

are found reduction would be done based on Sigmoid. Used single layer feed forward algorithm using random patterns. 

Here, Inserted Random pattern for train network. For example inserted pattern are given in below table. 

 
TABLE 4.1 Input Patterns 

Patterns 

10.0,11.0,24.0,23.0 

24.0,34.0,23.0,13.0 

11.0,61.0,24.0,28.0 

   

Our system perform single layer feed forward neural network algorithm and predict the error. Assume & Consider any 

r
th

 output neuron and for the training example we have calculated the output „O‟ for which the target output „T‟ Hence, 

the error norm in output for the r
th

 output neuron is given by Er
1 

= 1/2 er
2 

= 1/2 (T-O)
 2

 The Euclidean norm of error E
1
 

for the first training pattern is given by E
1 = 

1/2
 
∑

 
(Tor

 
– Oor)

 2
. If we use the same technique for all the training patterns, 

we get E (V, W) = ∑E
j
 (V, W, I) Where E is the error function depending on the m (1+n) weights of [W] and [V]. 
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TABLE 4.2 Result Analysis 

Patterns 10.0,11.0,24.0,23.0 24.0,34.0,23.0,13.0 11.0,61.0,24.0,28.0 

Total signal -0.026067088772963 -0.0246360926141822 -0.0233614827960624 

Answer 2.0 2.0 2.0 

Output -0.026067088772963 -0.024636092614182 -0.023361482796062 

Error 4.104947848208949 4.099151307516023 4.093991690062682 

Sigmoid -0.0267465818900606 -0.0252430296734767 -0.0239072416744931 

Ijweight 0.8585244467904822 0.8113943205122072 0.7694148076288996 

Jneuronoutput 0.4292622233952411 0.4056971602561036 0.3847074038144498 

Ijweight -0.8662713442398662 -0.8187159391516292 -0.7763576240309504 

Jneuronoutput -0.4331356721199331 -0.4093579695758146 -0.3881788120154752 

Ijweight -0.5551583992107787 -0.5246820562748689 -0.4975363188889737 

Jneuronoutput -0.2775791996053893 -0.262341028137434 -0.2487681594444868 

Ijweight 0.5107711191142363 0.4827314896859265 0.4577561696988996 

Jneuronoutput 0.25538555955711817 0.24136574484296325 0.2288780848494498 

Final output 

If(error<tolerance) 

-0.0260670887729631 -0.0246360926141822 -0.0233614827960624 

 

The Screenshots of the implemented system 

 

 
Figure 3 Output of Single Layer Feed Forward Algorithm 

 

Effect of Learning Rate ‘η’ 

Learning rate coefficient determines the size of the weight adjustments made at each iteration and hence influences the 

rate of convergence. Poor choice of the coefficient can result in a failure in convergence. We should keep the 

coefficient constant through all the iterations for best results. If the learning rate coefficient is too large, the search path 

will oscillate and converges more slowly than a direct descent. 
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Table 4.3: Non-linear Activation function 

Type Equation 

Linear O = gI, g=tanΦ 

Piece Wise Linear 1 if mI>1, O = gI if |mI<1| -1 if mI>-1 

Hard Limiter O = sgn[I] 

Unipolar Sigmoid O = 1/(1+exp(-γI)) 

Bipolar Sigmoid O = tanh[γI] 

Unipolar Multimodal O=1/2[1+1/M∑tanh(gm(I-Wo
m))] 

Radial Basis Function O = exp(I) 

 

V. CONCLUSION AND FUTURE WORK 

The detection of credit card fraud mechanism and examine the result based on the principles of this algorithm. Neural 

network‟s single layer feed forward neural network algorithm that are being used to execute credit card fraud how 

credit card fraud impact on financial institution as well as merchant and customer, fraud detection. Further work, to 

study in more detail about the neural network and their role in fraud detection and combine this approach with feature 

back propagation algorithms to smoothly handle data of different feature types and detect the errors in large amount of 

transaction of credit card system. If this algorithm is applied into bank credit card fraud detection system, the 

probability of fraud transactions can be predicted soon after credit card transactions by the banks. The advantages 

neural networks offer over other techniques is that these models are able to learn from the past and thus, improve 

results as time passes. They can also extract rules and predict future activity based on the current situation. By 

employing neural networks effectively, banks can detect fraudulent use of a card, faster and more efficiently. Fraud 

detected and fraud transactions are generated with the sample data set or patterns. 
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