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ABSTRACT: A soft computing technique based on the combination of Multiple Adaptive Neuro-Fuzzy Inference 

System (M-ANFIS) and a Genetic Algorithm (GA) has been developed for the discovery and optimization of new 

materials when exploring a high-dimensional space. This technique allows the experimental design in the search of new 

solid materials with high catalytic performance when exploring simultaneously a large number of variables such as 

elemental composition, manufacture procedure variables, etc. This integrated architecture (M-ANFIS+GA) allows one 

to strongly increase the convergence performance when compared with the performance of conventional GAs. It is 

described how both soft-computing techniques are built to work together. The proposed optimization architecture has 

been validated using two hypothetical functions, based on the modeled behavior of multi-component catalysts explored 

in the field of combinatorial catalysis. 

 

The method consists of following stages. First, prior to feature extraction, some preprocessing techniques, Secondly, 

the six salient feature sets are input into the multiple ANFIS combination with genetic algorithms (GAs) for discovery 

and optimization of new materials. The proposed method is applied for discovery and optimization of new materials 

and testing results show that the multiple ANFIS combination can reliably recognize, discover and optimize new 

materials, which has a better performance compared to the individual GA based on ANFIS.  

 

I. INTRODUCTION 

 

Optimization of a multiple output system, whose function is only approximately known and is represented in tabular 

form, is modeled and optimized by the combined use of a neuro-fuzzy network and optimization techniques which do 

not require the explicit representation of the function. Neuro-fuzzy network is useful for learning the approximate 

original tabular system. However, the results obtained by the neuro-fuzzy network are represented implicitly in the 

network. The M-ANFIS neuro-fuzzy network, which is an extension of the ANFIS network.the multiple output system 

and a genetic algorithm is used to optimize the resulting multiple objective decision making problem. 

 

Research in catalysis that applies accelerated experimental tools combined with powerful computational techniques 

constitutes what is called combinatorial catalysis. An important issue in combinatorial catalysis is how to design the 

experiments in order to explore and optimize the high-dimensional solution space while minimizing the number of 

trials to achieve a solution. The approach employed for experimental design is stochastic procedures like simulated 

annealing or Genetic Algorithms (GAs). An important issue in combinatorial science is the analysis and mining of the 

raw multi-dimensional experimental data (Kim etal. 1998), in such a way that knowledge can be systematically 

extracted and used to establish multi-factor relationships and patterns amongst input variables (catalyst composition, 

preparation and reaction conditions), output variables (catalyst characterization and catalytic performance) and also 

theoretical parameters concerning the catalyst components (electro-negativities, ionization energies, enthalpies of 

formation, etc.). Several data-mining techniques have been applied in combinatorial chemistry; examples include 

clustering models and non-linear regression models, statistical models, association rules and decision trees, rule 

induction, Kohonen and Artificial Neural Networks (ANNs). ANNs have been applied successfully in modeling 

catalytic systems; especially interesting here is their application in modeling complex multi-dimensional data derived 
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from HT experimentation (Ortiz etal 2001). A promising novel approach (Khuri etal 1981) is the combination of 

powerful data-mining tools with high-dimensional optimization algorithms, in such a way that the knowledge extracted 

from all the previous experimentation can be applied in the design of the new subset of catalysts to be experimentally 

screened in the next optimization step. In the present work, we described a new optimization procedure employing a 

combination (hybrid) of a Multiple ANFIS (M-ANFIS) and a genetic algorithm (GA). Hence, the Multiple ANFIS 

finds the internal relationships between catalyst variables in the data from the screening of the previous generations, 

and the optimization algorithm (GA) designs the next generation of catalysts to be screened taking into account the 

knowledge extracted from the Multiple ANFIS model. 

 

Multiple response optimization deals with systems that have more than one response. However, since many practical 

systems are complicated and highly nonlinear, and thus, linear regression is not suitable, we shall adopt a much more 

powerful neuro-fuzzy approach, namely, the multiple adaptive neuro-fuzzy inference system (M-ANFIS), to model the 

system responses. M-ANFIS is a generalization of the neuro-fuzzy system ANFIS (Serra etal 2004) to handle multiple 

outputs or multiple responses. A neuro-fuzzy system is a nonparametric regression tool, which models the regression 

relationship nonparametrically without reference to any prespecified functional form, and it is capable of modeling 

highly nonlinear and approximately known systems. Many approaches have been proposed to solve the multiple 

response optimization problems. Furthermore, since the functional form of the model is unknown, optimization 

methods, which require the explicit expression of the functional form cannot be directly applied. In this work, a genetic 

algorithm (GA) is employed to search the optimal solution on the response surfaces modeled by M-ANFIS. In the next 

section, the architecture of M-ANFIS and its learning process are summarized. The formulation of the multiple 

response optimization problems is presented and the genetic algorithm is used to search for the optimal solution.  

 

The adaptive neuro-fuzzy inference system (ANFIS) is a hybrid model which combines the ANNs adaptive capability 

and the fuzzy logic qualitative approach (Ortiz etal 2001). ANFIS harnesses the power of the two paradigms: ANNs 

and fuzzy logic, and overcomes their own shortcomings simultaneously. Recently the combination of Multiple ANFIS 

has been intensively studied to overcome the limitations of individual ANFIS and achieve higher performance (Ortiz 

etal 2001). Multiple ANFIS differing in feature set usually exhibit complementary optimization behavior. Thus, if the 

optimization results of Multiple ANFIS, which employ the same optimization engine but different input feature sets, 

are combined by integration techniques to yield the final optimization result, the final performance may be superior to 

the best performance of a single ANFIS on one feature set (Ames etal 1981). The weighted averaging technique is the 

simplest and most widely used technique combining Multiple ANFIS, which assigns a nonnegative weight to each 

individual ANFIS. By optimizing an objective function, the Multiple ANFIS weights can be estimated using various 

techniques. The weighted averaging technique with GAs is employed to combine the outputs of the six ANFISs and 

come up with the final optimization results. The proposed method is applied for Discovery and Optimization of 

Catalytic Materials and a desired result has been obtained adopting the combination of multiple ANFISs via Gas 

 

II. SOFT COMPUTING ALGORITHM-PROPOSED ARCHITECTURE AND IT’S WORKING 

 

In this work, a new optimization architecture based on combination of a M-ANFIS and a genetic algorithm (soft 

computing technique) will be described, this technique being specially suited for the discovery and optimization of 

catalytic materials, when exploring a high-dimensional space (Fig.1). In the setting-up process, the optimization 

variables of the material are defined considering the state of the art. Afterwards, the GA parameters are established. 

Moreover, an initial set of materials is obtained following a process that guarantees population diversity. This process 

consists of creating several random generations and carrying out a statistical population study in order to select the 

most diverse population. 

 

Furthermore, the selected initial population is tested experimentally and these experimental data are subsequently used 

in M-ANFIS modeling, where different ANFISs and several training algorithms are tested. As a result of this study, a 

suitable M-ANFIS model is selected for predicting the catalytic performance. Regarding the M-ANFIS retraining step, 

new experimental data derived from the testing of each succeeding generation is divided into training and testing data. 

The training set is used to re-train the stored M-ANFIS, 
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Fig.1. Structure of the MANFIS-GA algorithm applied to experimental design in catalysis 

 

 

 

 

 

 

 

                     

 

 

 

 

Fig.2. Structure of the Multiple ANFIS (MANFIS) retraining process 

 

whereas the testing set is employed to compare the stored M-ANFIS and the newly retrained MANFIS, that with the 

best predicting performance being selected and stored (Fig.2). 

The performance of the M-ANFIS, when training data is derived from an experimental optimization process ruled by a 

genetic algorithm, will be evaluated. Therefore, how to model the experimental data will be studied. The other part of 

the work deals with the GA. The algorithm structure and operators will be described and its optimization performance 
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will be evaluated when it is employed with the assistance of an M-ANFIS. The influence of the following factors will 

be considered in the GA evaluation: mutation, crossover and population size. The most important part of the work is 

concerned with the hybrid M-ANFIS-GA optimization algorithm. It will be described how both soft computing 

techniques are built to work together and the influence of the algorithm configuration, and the different algorithm 

parameters in the final optimization performance, will be evaluated. 

 

The catalyst variables considered in this model are the content (from 0 to 1) of five different elements: V(varilium), 

Mg(magnesium), Mo(molybdenum), Mn(manganese) and Fe(ferrum). The objective function to be maximized is the 

propylene yield (Y,%) and is expressed as follows: 

                   Y=S·X                                                                     (1) 

Where : 

  S=66 .xV ·xMg · (1-xV-xMg)+2 · xMo -0.1 · (xMn+xFe) 

   X=66·xV .xMg · (1-xV-xMg)-0.1 ·xMo+1.5 · (xMn+xFe) 

The objectivel function presents three high-activity areas while presenting some periodicity, this behavior being 

common for heterogeneous catalysts, when varying their composition and synthesis conditions. The objective function 

is defined as follows: 

Y(x1 ,x2, x3, x4, x5)=zi (x1 ,x2)+zj (x2 ,x3) zk (x3,x4, x5)                 (2) 

Where : ∑xi=100 , xi≥0 (xi represents the molar percentage of the catalyst elements) 

The optimization of this function is rather complicated and, for instance, for an initial random population of 100 

individuals, the best value achieved was about the 71% of the fitness of the global maximum.  

 

III. MULTIPLE ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM 

 

A neuro-fuzzy inference system, or equivalently, a neuro-fuzzy system is a fuzzy inference system which employs 

neural network learning techniques. Multiple adaptive neuro-fuzzy inference system (M-ANFIS) is an extension of a 

single-output neuro-fuzzy system, ANFIS, so that multiple outputs can be handled. M-ANFIS (see Fig.2) can be 

viewed as an aggregation of many independent ANFIS (Jang etal 1993). Every single ANFIS in a M-ANFIS simulates 

a single response of the following functional relationship: 

                                                                  y = f(x) + є                                    (3) 

Where є is a random error with zero mean and constant variance and the independent variables are x=x1,x2 ,..., xP. For a 

problem with several outputs or multiple responses, the functional relationship becomes 

                                                                yi = fi(x) + єi                 i=1,2,….m     (4) 

Where m responses have been assumed. The network formulated by M-ANFIS can be used to simulate and to optimize 

this multiple responses problem. The objective of the multiple response optimization is to find a solution x* such that 

each response will attain a compromise optimum. ANFIS can be considered as a network representation of the Sugeno 

fuzzy inference system. 

Using the if-then rule format with a two-dimensional input, the architecture of ANFIS network is represented in Fig.3. 

 

 
 

Fig. 3 ANFIS Architecture 
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In Fig. 3, there are two subgroups of nodes in Layer 1. The first subgroup includes nodes of Al and B1, which are linked 

by x1 and the second subgroup includes nodes of A2 and B2, which are linked by x2. These nodes are equal to the 

linguistic variables in the original Sugeno inference system and they serve for the partition of the input space.. Nodes in 

this layer are adaptive and the output of each node is defined by a membership function on the linguistic value of the 

input. Usually, Gaussian function is used. For instance, the membership function for Al is defined as 

 

𝜇𝐴 𝑥 =
1

1 +  
𝑥 − 𝑐𝑖

𝑎𝑖
 

2𝑏𝑖
                                                                         (5) 

Where iii cba ,, are parameters to be learnt.  These are the premise parameters. 

Nodes in Layer 2 are fixed nodes labeled II, which is a conjunction operator. The functions of the nodes in this layer 

synthesize the information from the previous layer. II is defined as a multiplication of all of its incoming signals. The 

outputs, wj, j = 1,. . . ,4 represent the firing strength. Thus,                              

w1=µA1(x1) .µA2(x2)                                                                       (6) 

w2=µA1(x1) .µB2(x2)                                                                         (7) 

                            w3=µB1(x1) .µA2(x2)                                                                        (8) 

 and      w4=µB1(x1) .µB2(x2)              (9) 

Nodes in Layer 3 labeled N perform the normalization function of the output signals from Layer 2 and this 

normalization is defined as 

                                                           wj=
wj

w1+w2+w3+w4 
     j=1,2,….4                 (10) 

Each node in Layer 4 is an adaptive node with the node function defined as 

                                                             Cj=wjq1          j=1,2…4                             (11) 

Where q1 is a linear combination of the input variables   

qj=a 0,j+a 1,j x1+a 2,j x2                                                                       (12) 

Where a 0,j, a 1,j,and a 2,j are the coefficients of this linear combination and are the consequence 

parameters. The single node in Layer 5 is a fixed node, which computes the overall output as a 

summation of all the incoming signals 

                                                                y‟= 𝑐𝑗4
𝑗 =1                                             (13) 

Where y‟ denotes an estimate of the system response y. 

A nonlinear mapping between the independent variable x and multiple response yi, i = 1, . . . , m, 

through M-ANFIS is achieved by minimizing an error measure E, which is defined as 

                                                     E=  (𝑦𝑖𝑘 − 𝑦′𝑖𝑘 )2𝑚
𝑖=1

𝑛
𝑘=1                               (14) 

Where yik is the i
th

 desired response for the k
th 

observation, y‟ik is the estimate of the i
th

 response for the k
th 

observation, 

and n is the total number of observations. Since the error measure E is a summation of the squared errors of the m 

independent ANFIS, the learning of M-ANFIS can be treated as the learning of m independent ANFIS. The learning 

process of ANFIS consists of the following two parts: 

(1) The learning of the premise parameters, which is carried out by a back-propagation algorithm, and 

(2) The learning of the consequence parameters, which is carried out with least squares approaches. 

 

Optimization with Genetic Algorithm 

Genetic algorithm (GA), first proposed by Holland etal 1975, is a derivative-free stochastic optimization approach 

based on the concept of biological evolutionary processes. GA encodes each point in a solution space into a binary bit 

string called a chromosome, and each chromosome is evaluated by a fitness function, which corresponds to the 

objective function of the original problem. Usually, GA keeps a pool of chromosomes at the same time, and these 

chromosomes can evolve with the operations of selection, crossover, and mutation. After a number of generations, the 

population will contain, hopefully, chromosomes with better fitness values. Even under the best conditions, only local 

optimal solution can be expected. The GA procedure includes the following steps. 

Encoding. The solution space x = (x1, x2,. . , xP,)
T 

is transformed into binary strings as an example shown below: 
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                                                x1               x2         …                xP 

 (15) 

                                             00101      010110     …              1001 

 

The length of the string depends on the required precision. For example, if the required precision for x1 is three places 

after the decimal point and the feasible region for xi is [b
l
1:, b

u
1], then the number of bits Nb required to represent x1 is 

determined as follows: 

                                               2𝑁𝑏−1=<(b
u

1-b
l
1)x10

3
≤2𝑁𝑏 -1                                    (16) 

Fitness Evaluation. The next step after the chromosomes are generated is to calculate the fitness values. The 

chromosomes are decoded back to the solution space and their corresponding objective function values are determined. 

However, to solve the multiple objective optimization problem, we follow the basic idea of Zimmermann‟s maximin 

approach and can be rewritten as 

maxλ 

s.t.                        λ=  min    µý𝑖(ý𝑖)  

                                   i=1,2,…m                                                                             (17) 

 

By employing the trained MANFIS network, equation (17) is presented in a network form in Fig.4, and λ can be read 

directly from the output of this network. 

Selection. Selection is carried out based on probability. The purpose is to choose chromosomes from the current 

generation to produce offspring for the next generation based on probability. Those chromosomes which have higher 

fitness values will be chosen with higher probabilities. In this study, a roulette wheel approach is adopted to fulfill the 

selection procedure. The selection probability for each chromosome is set equal to 

                                                               πh=
𝜆ℎ

 𝜆𝑟
𝑁𝑐
𝑟=1

 

 
      

Fig. 4. M-ANFIS Network representation 

 

where λh is the fitness value of the h
th 

chromosome and Nc is the total number of chromosomes in the current 

generation. A cumulative probability for each chromosome is then calculated by 

 

                                                              Qh= 𝜋ℎ
ℎ
𝑟=1  

 

The selection procedure is operated by randomly generating a number d within [0,l], and if d≤Q1 , then select the first 

chromosome, otherwise, select the hth chromosome such that  Q h-1≤d ≤ Qh. This procedure is replicated Nc times. 

Crossover. The purpose of crossover is to generate new chromosomes that we hope will retain good features such as 

with higher fitness from the previous generation. This procedure is carried out by selecting pairs of parent 

chromosomes with a probability equal to a given crossover rate.A chromosome is chosen for crossover when the 

random number generated for it is less than or equal to the crossover rate. A one-cut-point method is applied to the 
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operation of crossover in this study. This method sets a crossover point on the genetic codes randomly and two parent 

chromosomes are interchanges at this point. 

 

Mutation. The operation of mutation creates a new chromosome which is very different from the current gene pool, 

therefore, it can provide a new search direction and prevent the population from converging to a local optimum too 

early. This operation is carried out by flipping bits of the chromosome strings randomly. A bit is chosen to flip if the 

random number generated for it is less than or equal to a mutation rate. The algorithm repeats with the process of 

selection, crossover, mutation, and fitness evaluation until no significant improvement can be obtained.  

 

In order to improve the training efficiency and eliminate the possible trapping due to local minima, a hybrid learning 

algorithm is employed to tune the parameters of the membership functions. It is a combination of the gradient descent 

approach and least-squares estimate. During the forward pass, the node outputs advance until the output membership 

function layer, where the consequent parameters are identified by the least squares estimate. The backward pass uses 

the back propagation gradient descent method to update the premise parameters, based on the error signals that 

propagate backward.  

 

IV. COMBINING MULTIPLE ANFISS (M-ANFIS) WITH GAS 

 

The idea of combining multiple ANFISs (M-ANFISs) with GAs in a committee is based on the expectation that the 

committee can outperform its members. The M-ANFIS plus GA combination exhibiting different behavior will provide 

complementary information each other. When they are combined, performance improvement will be obtained. Thus, 

diversity between the M-ANFIS plus GA combination is recognized to be one of the desired characteristics required to 

achieve this improvement (Jang etal 1995). Therefore, if the results of M-ANFIS plus GA combination using different 

feature sets are fused by integration techniques, the final recognition accuracy may be higher than that of any of the 

participating M-ANFIS plus GA combination. Of the various integration techniques proposed in the literature, the 

weighted combination (weighted averaging technique) is the simplest and most frequently used, which is to assign a 

nonnegative weight to each individual ANFIS. ANFIS was adopted to implement the committee member. The 

weighted averaging technique was utilized to combine the M-ANFIS plus GA combination based on ANFIS, and the 

final result is given as follows: 

𝑦 𝑛 =  𝑤𝑘𝑦 𝑛,𝑘,
6
𝑘=1          𝑛 = 1,2,3 … … , 𝑁 ′ ,   𝑘 = 1,2 … . ,6.                                                (18) 

Subject to 

 
 𝑤𝑘

6
𝑘=1 = 1
𝑤𝑘 ≥ 0

                                                                                                                         (19) 

 

where  yn and ynk represent the results of the n
th

 sample using the M-ANFIS plus GA combination and the k
th

 single 

ANFIS, respectively, wk is the weight associated with the k
th

 single ANFIS, N’ is the number of all samples. Here, the 

weights were estimated by using GAs to optimize the fitness function. Real-coded genomes were adopted and a 

population size of ten individuals was used starting with randomly generated genomes. The maximum number of 

generations 100 was chosen as the termination criterion for the solution process. Non uniform- mutation function and 

arithmetic crossover operator were used with the mutation probability of 0.01 and the crossover probability of 0.8, 

respectively. The fitness function can be defined as 

𝑓 =
1

1+𝐸
                   (20) 

Where E is root mean square training errors expressed by the equation 14: 

 

Training of MANFIS Model Using Optimization Data 

In this study, the performance of the M-ANFIS when training data is derived from an experimental optimization 

process ruled by a genetic algorithm will be evaluated. Therefore, how to model the experimental data will be studied; 

whether by training with all the data available or by sequentially re-training the previous M-ANFIS model with each 

new generation. Also to be considered, will be the fact that the fitness of the individuals of every new generation is 

increased and, consequently, the diversity of the population is progressively reduced.  
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Fig.5. Conversion and selectivity predictions for M-ANFIS3trained and 

Tested with several sets of samples with momentum (η=0.7 and µ=0.7) 

 

Taking into account the MSE and MAE errors for all samples of training data set, the model M-ANFIS3 trained with 

momentum (η=0.7 and µ=0.7) provided better results. In Fig.5, predictions for conversion and selectivity obtained with 

the M-ANFIS3 model, trained and tested with all sets are shown. It can be observed that predictions are very close to 

real values, so a good model of the problem can be obtained, even with a small number of training samples. In the 

further study, the sensibility of the optimized M-ANFIS model to experimental errors was evaluated. Therefore, the 

selected topology M-ANFIS3 was trained with 50 samples drawn from function 1 with emulated errors (normalized 

Gaussian distribution), using different standard deviations (1, 5, 15 and 20). Then, it was tested with 20 samples with 

same standard deviations of emulated errors (see Fig.5). In Fig.5, the experimental error sensitivity of the M-ANFIS 

models is shown. We observed that the M-ANFIS, even trained with data with some experimental error, can provide 

high-quality predictions. Following the same procedure, a suitable M-ANFIS model was found in order to predict the 

outcome of the objective function 2,  

 

Three different methods have been proposed in order to obtain a suitable M-ANFIS model using experimental data 

derived from the GA optimization: (i) training method, (ii) retraining method and (iii) improved retraining method.  
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Fig.6. Experimental error sensitivity of the M-ANFIS models. 
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The training method consists of training an empty M-ANFIS with all the data provided by the GA from initial until 

current generation. Therefore, the M-ANFIS would have a general view of the explored space. Regarding the retraining 

method, each new GA generation is employed to re-train the previous M-ANFIS model. Therefore, the M-ANFIS 

modifies its weights in order to better adapt itself to the values of the samples of the last generation in each 

optimization step. Concerning the improved retraining method, the previous M-ANFIS is retrained with the last 

generation provided by the GA. After that, the prediction performance of the starting M-ANFIS and the newly fitted M-

ANFIS are compared, and the best of both is selected to be used. 

 

The data employed in this study was obtained during the GA optimization of function 2, employing a population size of 

50 samples. Each new experimental data derived from the testing of each GA generation is divided into training (80%) 

and testing (10%) data. The prediction performance of the three different training methods can be seen in Fig.7, where 

the mean relative errors are plotted for the different GA generations. It can be observed that both training 

 
 

Fig.7. Influence of the training methodology on the final prediction performance 

 

and improved retraining methods offer similar prediction results, being both interesting for our approach. However, we 

adopted the improved retraining method in the whole soft computing architecture, since this method prevents the 

generalizing capacity of the M-ANFIS model from being diminished. 

 

We have studied the suitability of employing M-ANFISs for the modeling and prediction of multi-dimensional data, 

i.e., the modeling of the two objective functions see eqns.1&2. Different factors involved in the M-ANFIS prediction 

performance have been studied: M-ANFIS models, training algorithms, number of samples, as well as the sensibility of 

the optimized M-ANFIS model to experimental errors. This study will be explained in detail, using the first objective 

function that describes the performance of oxidation catalysts. Output values were conversion (X) and selectivity (S), 

where yield Y=X·S. The three best combinations of parameters were: η=0.7, µ=0.7; η=0.7, µ=0.4 and η=0.4, µ=0.7. 

Regarding the M-ANFIS models, those models that offered a lower mean square error (MSE) are indicated in Table 

3&4. In Table 3, the mean absolute errors (MAE) and MSE errors for the best M-ANFIS models are shown. The M-

ANFIS1, M-ANFIS2 and M-ANFIS3 models were selected for the further studies.  

 

Table 3. Mean absolute error (MAE) and mean square error (MSE) for best MANFIS modeling objective function 1 

 

MANFIS name                           Algorithm Parameters 

                                                                              

MAE MSE 

 

η                                         µ S X S X 

MANFIS1 0.4 0.7 0.0698    0.097 0.008 0.018 

MANFIS2 0.4 0.7 0.0725    0.112 0.015 0.023 

MANFIS3 0.7 0.7 0.0735    0.85 0.010 0.010 
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Table 4. Mean absolute error (MAE) and mean relative error (MRE) for best M-ANFIS modeling objective function 2 

 

MANFIS name                           Algorithm Parameters 

                                                                              

Yield prediction 

η                                         µ MAE   MRE 

MANFIS1 0.7 0.7 14.049                   0.039 
MANFIS2 0.7 0.4 14.052                   0.039 
MANFIS3 0.4 0.7 15.002                   0.045 
       

In Table 4, mean absolute prediction errors of the best-performing trained M-ANFISs are shown. The aim of the M-

ANFIS model in the proposed optimization architecture (Fig.1) is not to provide a very accurate prediction of the 

experimental performance but provide a qualitative estimation of the catalyst quality. The optimization variables can 

represent concentrations of the active compounds (catalyst formulation), preparation conditions or reaction conditions.  

 In addition, it is possible to define some rules that guide and restrict the optimization procedure, i.e., the maximum and 

minimum quantities of each optimization variable, compatibility between elements and/or conditions, the number of 

elements that can be selected simultaneously, etc. Concretely, each sample or chromosome is formed by zero or more 

compounds and conditions. The compounds describe the chemical elements (ingredients) including in the formulation 

of the material. Each compound can have one or more sections. Each section groups together those elements that obey 

specific characteristics. Moreover, sections are divided into subsections, which contain the elements of the material. 

Table 5 shows an example of a chromosome showing its hierarchy structure. Conditions are also divided into types, 

subtypes and final variable values. For both compounds and conditions, it is possible to define different guiding rules in 

each division level, enabling one to determine the number of elements to be selected from the lower level, and the 

maximum and minimum values of each element. 

 

Table 5. Example of the codification of the general formulation of gold-based catalysts, including different rules. This 

chromosome represents the catalysts Au48.02Ni8.24 Li9.01 (ZrO2 )35.74. 
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V. CONCLUSIONS 

 

This new optimization architecture for the intelligent discovery of new catalytic materials integrates an M-ANFIS and a 

genetic algorithm, being the integration/interaction between both very strong. Therefore, this approach is especially 

appropriate for high dimensional optimization (GA) while keeping in memory (M-ANFIS) the whole history of the 

search, reducing the experimental screening of statistically poor active materials. This integrated architecture allows 

one to increase strongly the convergence performance when compared with the performance of conventional genetic 

algorithms. The genetic algorithms and artificial neural networks are fully integrated for the design of experiments in 

the field of combinatorial catalysis, following the concepts already stated in Ortiz etal 2001.In this paper, we proposed 

the combined use of a neuro-fuzzy learning network, namely, the M-ANFIS network, and a derivative free optimization 

technique, namely, the genetic algorithm, to model and to solve a multiple nonlinear response system. The neuro-fuzzy 

network replaces the modeling or the usually used regression techniques, which cannot handle complicated nonlinear 

and approximately known systems. Since the results are implicitly represented by the M-ANFIS and the explicit 

functional form is unknown, some optimization approaches which does not require the explicit representation of the 

model must be used. Genetic algorithm is an ideal approach to serve this purpose.  
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