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Abstract: Software fault tolerance is widely adopted to increase the overall system reliability in critical applications. 
System reliability can be improved by employing functionally equivalent components to tolerate component failures. The 
fault-tolerance strategies are calculating the failure probabilities of the fault-tolerant modules. The proposed policies take 
into account the workload model and the failure correlations to redirect users’ requests to the appropriate Cloud providers. 
Using real failure traces and a workload model, we evaluate the proposed resource provisioning policies to demonstrate 
their performance, cost as well as performance–cost efficiency. 
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I. INTRODUCTION 
 

 The increasing demand for flexibility in obtaining and releasing computing resources in a cost-effective manner 
has resulted in a wide adoption of the Cloud computing paradigm. The availability of an extensible pool of resources for the 
user provides an effective alternative to deploy applications with high scalability and processing requirements spread across 
a geographical area. In general, a Cloud computing infrastructure is built by interconnecting large-scale virtualized data 
centers, and computing resources are delivered to the user over the Internet in the form of an on-demand service by using 
virtual Machines. While the benefits are immense, this computing paradigm has significantly changed the dimension of 
risks on user’s applications, specifically because the failures (e.g., server overload, network congestion, hardware faults) 
that manifest in the data centers are outside the scope of the user’s organization. Nevertheless, these failures impose high 
implications on the applications deployed in virtual machines and, as a result, there is an increasing need to address users’ 
reliability and availability concerns. The traditional way of achieving reliable and highly available software is to make use 
of fault tolerance methods at procurement and development time. This implies that users must understand fault tolerance 
techniques and tailor their applications by considering environment specific parameters during the design phase. However, 
for the applications to be deployed in the Cloud computing environment, it is difficult to design a holistic fault tolerance 
solution that efficiently combines the failure behavior and system architecture of the application. This difficulty arises due 
to: 1) high system complexity, and 2) abstraction layers of Cloud computing that release limited information about the 
underlying infrastructure to its users. 
 In contrast with the traditional approach, uses a new dimension where applications deployed in a Cloud computing 
infrastructure can obtain required fault tolerance properties from a third party. To support the new dimension, it extends the 
works and proposes an approach to realize general fault tolerance mechanisms as independent modules such that each 
module can transparently function on users’ applications. This paper then enriches each module with a set of metadata that 
characterize its fault tolerance properties, and use the metadata to select mechanisms that satisfy user’s requirements. 
Furthermore, presents a scheme that: 1) delivers a comprehensive fault tolerance solution to user’s applications by 
combining selected fault tolerance mechanisms, and 2) ascertains the properties of a fault tolerance solution by means of 
runtime monitoring. Based on the proposed approach, this paper designs a framework that easily integrates with the 
existing Cloud infrastructure and facilitates a third party in offering fault tolerance as a service. 
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II. SYSTEM OVERVIEW AND CONTRIBUTIONS 

  
 All components included in it are described in the following section. The described architecture is the modification 
of architecture in [1].  The additional functionalities added are the cost and performance evaluation. Hence the performance 
of the system improved. It also preserves the cost-performance efficiency. 
 
 

 
 

Fig 1: architecture of Fault Tolerance Manager 
  
2.1CLIENT INTERFACE 

 
The service invocation process begins when a client requests the service provider to offer fault tolerance support to its 

applications with a desired set of properties. In this context, it is essential to include a client interface component within 
FTM that provides a specification language that allows clients to specify and define their requirements. However, since the 
present-day cloud computing systems require its users to manage their VMs while dealing with sophisticated system-level 
concerns, an automated configuration tool that requires clients to simply select the application for which they wish to obtain 
fault tolerance support, and correspondingly provide values of desired availability, reliability, response time, criticality of 
the application and cost can be beneficial. This paper noted that an automated configuration tool can limit human errors and 
save time by lessening the need for manual tedious configuration. If the input can be provided in a high-level format(such 
as percentages, range, and numbers), even users with a nontechnical background can configure the desired properties with 
ease. Here, it considers the aspect of transforming high-level metric values into a set of fault tolerance properties, and 
translating the properties in terms of standard fault tolerance mechanisms. 

 
2.2FTMKernel 

 
The central computing component of our framework is the FTMKernel that is responsible for composing a fault 

tolerance solution based on client’s requirements using the web service modules (ft−units) implemented by the service 
provider, delivering the composed service on client’s applications, and monitoring each service instance to ensure its QoS. 
FTMKernel is composed of a service directory, a composition engine, and an evaluation unit. 
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1) Service directory: It is a registry of all ft−units realized by the service provider in the form of web services. A ft−unit 
applies a fault tolerance mechanism as a self-contained loosely coupled module, with a welldefined language-agnostic 
interface that: 1) describes its operations and input or output data structures (e.g., WSDL and WSCL), and 2) allows other 
ft−units to coordinate and assemble with it. In addition to the ft−units, this component also registers the metadata that 
represents the fault tolerance property p=(u,A) of each ft−unit. When FTM receives input from the client interface, this 
component first performs a matching between the client’s preferences pc, and properties pi of each ft−unit in the service 
directory, to generate the set S of ft−units that satisfy pc. The set S is then ordered based 
on client’s preferences and provided to the composition engine.  
2) Composition engine: It receives an ordered set of ft−units from the service directory as an input, and generates a 
comprehensive fault tolerance solution ft−sol using the web services (ft−units) that best match client’s preferences as an 
output. In terms of service-oriented architecture, the composition engine can be viewed as a web service orchestration 
engine that exploits BPEL constructs to build a composed fault tolerance solution that is delivered to client’s applications 
using robust message exchanges protocols. 
 
3) Evaluation unit: It continuously monitors all composed 
fault tolerance solutions at runtime using the validation function f (s,R) and the set of rules R defined corresponding to each 
ft−sol. We note that the interface exposed by web services (e.g., WSDL and WSCL) allows the evaluation unit to validate 
all the rules r∈R during runtime monitoring. If f (s,R) returns false, the evaluation unit updates the present attribute values 
in the metadata; otherwise, the service continues uninterrupted. 
 
2.3RESOURCE MANAGER 

 
The service provider must maintain a consistent view of all computing resources in the Cloud to efficiently allocate 

resources during each client request and to avoid over provisioning during failures. In this context, a resource manager that 
continuously monitors the working state of physical and virtual resources maintains a database of inventory and log 
information, and a graph representing the topology and working state of resources must be introduced by the service 
provider in the infrastructure provider’s system. 

The database of the resource manager must maintain the inventory information of each machine such as its unique 
serial number, composition of the machine (e.g., processor speed, number of hard disks, and memory modules), date when 
the machine was commissioned (or decommissioned), location of the machine in the cluster, and so on. The runtime state of 
machines such as memory used/free, disk capacity used/free, and processor cores utilization must also be logged. On the 
other hand, a resource graph must represent the topology of resources in a system.  

 
2.4REPLICATION MANAGER 

 
This component supports the replication mechanisms by invoking replicas and managing their execution based on the 

client’s requirements. This paper denotes the set of VM instances that are controlled by a single implementation of a 
replication mechanism (ft−unit) as a replica group. Each replica within a group can be uniquely identified, and a set of rules 
R that must be satisfied by a replica group are specified. The task of the replication manager is to make the client perceive a 
replica group as a single service, and to ensure that the fault free replicas exhibit correct behavior during execution time. 
 
2.5 FAULT DETECTION OR PREDICTION MANAGER 

This component enriches the FTM by providing failure detection support at two different levels. The first level is 
infrastructure-centric, and provides failure detection globally across all the nodes in the Cloud, whereas the second level is 
application-centric and provides support only to detect failures among individual replicas within a replica group. To realize 
failure detection at either levels, this paper noticed that this component must support several well-known failure detection 
algorithms (e.g., the gossip based protocol, and heartbeat protocol) that are configured at runtime based on replication 
mechanisms and client’s requirements. 
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2.6 FAULT MASKING MANAGER 

 
The goal of this component is to support ft−units that realize fault masking mechanisms so that occurrence of faults in 

the system can be hidden from clients. When a failure is detected in the system, this component immediately applies 
masking procedures to prevent faults from resulting into errors. We note that the functionality of this component is critical 
to meet client’s high availability requirements. 

 
2.7 RECOVERY MANAGER 
 

The goal of this component is to achieve system-level resilience by minimizing the downtime of the system during 
failures. To this aim, this component supports ft−units that realize recovery mechanisms so that an error-prone node can be 
resumed back to a normal operational mode. In other words, this component provides support that is complementary to that 
of the failure detection or prediction manager and fault masking manager, especially in the condition when an error is 
detected in the system. The FTM maximizes the lifetime of the Cloud infrastructure by continuously checking for 
occurrence of faults using the failure detection or prediction manager and, when exceptions happen, by recovering from 
failures using the recovery manager. 
 
2.8COST BENEFIT FOR FAULT TOLERANCE 
 
 For each significant component that requires a fault tolerance strategy, the designer can specify constraints 
(e.g., response time of the component has to be smaller than 1,000 milliseconds, etc.). Two user constraints are considered: 
one for response time and one for cost. The optimal fault-tolerance strategy selection problems for a cloud component with 
user constraints are solved. 

In Problem 1, xi is set to 1 if the ith candidate is selected for the service and 0 otherwise. Selected for service 
means, there is no error in that candidate. Moreover, fi, si, and ti are the failure probability, cost, and response time of the 
strategy candidates, respectively. m is the number of fault tolerance strategy candidates for the service, and u1 and u2 are the 
user constraints for cost and response time, respectively. 

To solve Problem 1, we first calculate the cost, response time, and the aggregated failure probability values of 
different fault-tolerance strategy candidates employing the equations presented. Then, Algorithm 1 is designed to select the 
optimal candidate. First, the candidates which cannot meet the user constraints are excluded. After that, the fault-tolerance 
candidate with the best failure probability performance will be selected as the optimal strategy for service i. By the above 
approach, the optimal fault-tolerance strategy, which has the best failure probability performance and meets all the user 
constraints, can be identified. 

 

 
Fig 2: minimization equation 
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2.8.1 Recovery blocks (RB):  
 

       Recovery block is a well known mechanism employed in software fault tolerance. A recovery block is a means of 
structuring redundant program modules, where standby components will be invoked sequentially if the primary component 
fails. A recovery block fails only if all the redundant components fail. The failure probability f of a recovery block can be 
calculated by: 

 
where n is the number of redundant components and fi is the failure probability of the ith component. 
 
2.8.2 N-version programming (NVP): 
 

N-version programming, also known as multiversion programming, is a software fault tolerance method where 
multiple functionally equivalent programs (named as versions) are independently generated from the same initial 
specifications. When applying the NVP approach to the cloud applications, the independently implemented functionally 
equivalent cloud service components are invoked in parallel and the final result is determined by majority voting. The 
failure probability f of an NVP module can be computed by 

 
where n is the number of functionally equivalent components (n is usually an odd number in NVP) and F(i) is the 
probability that i alternative services from all the n services fail. 
 
2.8.3 Parallel: 

Parallel strategy invokes all the n functional equivalent components of a service in parallel and the first returned 
response will be employed as the final result. A parallel module fails only if all the redundant components fail. The failure 
probability f of a parallel module can be computed by 

 
where n is the number of redundant components and fi is the failure probability of the ith component. 
 These are the three mechanisms implemented to analyze cost of the fault tolerance. 
 

III. CONCLUSION AND FUTURE WORK 
 
              In particular, this presented an approach for realizing generic fault tolerance mechanisms as independent modules, 
validating fault tolerance properties of each mechanism, and matching user’s requirements with available fault tolerance 
modules to obtain a comprehensive solution with desired properties. After finding out the significant components, we 
propose an optimal fault-tolerance strategy selection algorithm to provide optimal fault-tolerance strategies to the 
significant components automatically, based on the user constraints. This developed a flexible and scalable Cloud 
architecture to solve the problem of resource provisioning for users’ requests.  
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