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ABSTRACT: By exploring different granularities of data-level and task-level parallelism, we map 4 implementations 
of an Advanced Encryption Standard (AES) cipher with both online and offline key expansion on a fine-grained many-
core system.  The smallest design utilizes only six cores for offline key expansion and eight cores for online key 
expansion, while the largest requires 107 and 137 cores, respectively. In comparison with published AES cipher 
implementations on general purpose processors, our design has 3.5-15.6 times higher throughput per unit of chip area 
and 8.2-18.1 times higher energy efficiency. Most AES calculations are done in a special field. The AES cipher is 
specified as a number of repetitions of transformation rounds that convert the input plain-text into the final output of 
cipher-text. Each round consists of several processing steps, including one that depends on the encryption key. A set of 
reverse rounds are applied to transform cipher-text back into the original plain-text using the same encryption key. 

KEYWORDS: Advanced Encryption Standard, Sub bytes, Shift row, mixed column, Add round Key and Parallel 
AES. 

 
I. INTRODUCTION 

Cryptography is the practice and study of hiding information. Applications of cryptography include ATM 
cards, computer passwords, until modern times cryptography referred almost exclusively to encryption, which is the 
process of converting ordinary information into unintelligible gibberish. Decryption is the reverse, in other words, 
moving from the unintelligible cipher text back to plaintext. A cipher is a pair of algorithm which creates the 
encryption and the reversing decryption. The detailed operation of a cipher is controlled both by the algorithm and in 
each instance by a key. With the development of information technology, protecting sensitive information via 
encryption is becoming more and more important to daily life. In 2001, the National Institute of Standards and 
Technology selected the Rijndael algorithm as the Advanced Encryption Standard (AES), which replaced the Data 
Encryption Standard (DES). Since AES has been widely used in a variety of applications, such as secure 
communication systems, high-performance database servers, digital video/ audio recorders, and smart cards. 

 
The Advanced Encryption Standard (AES) is an encryption standard that comprises three block ciphers, AES-

128, AES-192 and AES-256, adopted for different applications. AES is one of the most popular algorithms used in 
symmetric key cryptography. It is available in many different encryption packages. AES is based on a design principle 
known as a Substitution permutation network. It is fast in both software and hardware, is relatively easy to implement, 
and requires little memory. AES has a fixed block size of 128 bits and a key size of 128, 192, or 256 bits, whereas 
Rijndael can be specified with block and key sizes in any multiple of 32 bits, with a minimum of 128 bits and a 
maximum of 256 bits. Assuming one byte equals 8 bits, the fixed block size of 128 bits is 16 bytes. AES operates on a 
4×4 array of bytes, termed the state.  

A set of reverse rounds are applied to transform cipher-text back into the original plain-text using the same 
encryption key. The proposed architecture is FPGA based architectures with high-speed and low area constraints for 
suitable implementation of Advanced Encryption Standard (AES). The main focus of this paper is to compare different 
design architectures existing in literature with the proposed ones, based on application specific constraints. Most AES 
calculations are done in a special field. The AES cipher is specified as a number of repetitions of transformation rounds 
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that convert the input plain-text into the final output of cipher-text. Each round consists of several processing steps, 
including one that depends on the encryption key. 

 
II. RELATED WORK 

 Verbauwhede, P. Schaumont, and H. Kuo [1] proposed the design and performance testing of an Advanced 
Encryption  Standard (AES) compliant encryption chip that delivers 2.29 GB/s of encryption throughput at 56 mW of 
power consumption in a 0.18- m CMOS standard cell technology. This integrated circuit implements the Rijndel 
encryption algorithm, at any combination of block lengths 128, 192, and 25 bits) and key lengths (128, 192, or 256bits). 
We present the chip architecture and discuss the design optimizations. We also present measurement results that were 
obtained from a set of 14 test samples of this chip.[2] proposed a high-speed AES IP-core, which runs at 880 MHz on a 
0.13- m CMOS standard cell library, and which achieves over 10-Gbps throughput in all encryption modes, including 
cipher block chaining (CBC) mode. Although the CBC mode is the most widely used and important, achieving such 
high throughput was difficult because pipelining and/or loop unrolling techniques cannot be applied. To reduce the 
propagation delays of the S-Box, the slowest function block, we developed special circuit architecture that we call 
twisted-binary decision diagram (BDD), where the fan out of signals is distributed in the S-Box circuit. Our S-Box is 
1.5 to 2 times faster than the conventional S-Box implementations. The T-Box algorithm, which merges the S-Box and 
another primitive function into a single function, is also used for an additional speedup. [3] describes  the area-
throughput trade-off for an ASIC implementation of the Advanced Encryption Standard(AES).Different pipelined 
implementations of the AES algorithm as well as the design decisions and the area optimizations that lead to a low area 
and high throughput AES encryption processor are presented. With loop unrolling and outer-round pipelining 
techniques, throughputs of 30 Gigabits/s to 70 Gigabits/s are achievable in a 0.18-_m CMOS technology. Moreover, by 
pipelining the composite field implementation of the byte substitution phase of the AES algorithm (inner-round 
pipelining), the area consumption is reduced up to 35 percent. By designing an offline key scheduling unit for the AES 
processor the area cost is further reduced by 28 percent, which results in a total reduction of 48 percent while the same 
throughput is maintained. Therefore, the over 30 Gigabits/s, fully pipelined AES processor operating in the counter 
mode of operation can be used for the encryption of data on optical links. 

 
[4] Describes an on-die, reconfigurable AES encrypt/decrypt hardware accelerator fabricated in 45 nm CMOS, 

targeted for content-protection in high-performance microprocessors. 100% round computation in native composite-
field arithmetic, unified reconfigurable data path for encrypt/decrypt, optimized ground & composite-field polynomials, 
integrated affine/bypass multiplexer circuits, fused Mix/InvMixColumn circuits and a folded Shift Row data path 
enable peak 2.2 Tbps/Watt AES-128 energy efficiency with a dense 2-round layout occupying 0.052 mm_, while 
achieving: (i) 53/44/38 Gbps AES-128/192/256 performance, 125 mW, measured at 1.1 V, 50 C, (ii) scalable AES-128 
performance up to 66 Gbps, measured at 1.35 V, 50 C, (iii) wide operating supply voltage range with robust sub 
threshold voltage performance of 800 Mbps, 409 W, measured at 320 mV, 50 C (iv) 37% Sbox delay reduction and 
25% area reduction with a compact Sbox layout occupying 759 m_ (v) 67% reduction in worst-case interconnect length 
and 33% reduction in Shift Row wiring tracks and (vi) 43% reduction in Mix/InvMixColumn area with no performance 
penalty. [5] Describes A 167-Processor Computational Platform in 65 nm CMOS  A 167-processor computational 
platform consists of an array of simple programmable processors capable of per-processor dynamic supply voltage and 
clock frequency scaling, three algorithm-specific processors, and three 16 KB shared memories; and is implemented in 
65 nm CMOS. All processors and shared memories are clocked by local fully independent, dynamically halt able, 
digitally-programmable oscillators and are interconnected by a configurable circuit-switched network which supports 
long-distance communication. Programmable processors occupy 0.17 mm� and operate at a maximum clock frequency 
of 1.2 GHz at 1.3 V. At 1.2 V, they operate at 1.07 GHz and consume 47.5 mW when 100% active, resulting in an 
energy dissipation of 44 pJ per operation. At 0.675 V, they operate at 66 MHz and consume 608 W when 100% active, 
resulting in a total energy dissipation of 9.2 pJ per ALU or MAC operation.  

 
[6] Presents a globally-asynchronous locally synchronous (GALS)-compatible circuit-switched on-chip 

network that is well suited for use in many-core platforms targeting streaming digital signal processing and embedded 
applications which typically have a high degree of task-level parallelism among computational kernels. Inter-processor 
communication is achieved through a simple yet effective reconfigurable source synchronous network. Interconnect 
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paths between processors can sustain a peak throughput of one word per cycle. A theoretical model is developed for 
analyzing the performance of the network. A 65 nm complementary metal–oxide–semiconductor GALS chip utilizing 
this network was fabricated which contains 164 programmable processors, three accelerators and three shared memory 
modules. For evaluating the efficiency of this platform, a complete 802.11a wireless local area network baseband 
receiver was implemented. It has a real-time throughput of 54 Mb/s with all processors running at 594 MHz and 0.95-
V, and consumes an average of 174.8 mW with 12.2 mW (or 7.0%) dissipated by its interconnect links and switches. 
With the chip’s dual supply voltages set at 0.95-V and 0.75-V, and individual processors’ oscillators operating at 
workload-based optimal frequencies, the receiver consumes 123.2 mW, which is a 29.5% reduction in power. 
Measured power consumption values from the chip are within 2–5% of the estimated values. [7] Presents the many-
core architecture, with hundreds to thousands of small cores, to deliver unprecedented compute performance in an 
affordable power envelope. We discuss fine grain power management, memory bandwidth, on die networks, and 
system resiliency for the many-core system. Conversion to 450mm diameter can only occur if the economic advantages 
can be demonstrated for the entire supply chain. In previous diameter conversions, chip makers have not been overly 
concerned about the effect of the conversion on silicon wafer manufacturers. The change to 450 mm wafers, however, 
may be significantly different because of the magnitude of the financial burden placed upon the wafer producers. The 
extent of this burden will be estimated later in this paper, and some of its consequences will be explored. 

 
III. EXISTING SYSTEM 

Composite fields are frequently used in implementations of Galois Field arithmetic. In cases where arithmetic 
operations rely on table lookups, subfield arithmetic is used to reduce lookup-related costs. This technique has been 
used to obtain relatively efficient implementations for specific operations such as multiplication, inversion and 
exponentiation. Much of this work has been aimed at implementation of channel codes. The object has usually been to 
obtain better software implementations by using smaller tables through subfield arithmetic. Applications to hardware 
design have been relatively infrequent. Our techniques are directed at both hardware and software implementations. We 
take advantage of the efficiency obtained by the use of subfield arithmetic, not merely in the matter of smaller tables 
but the overall low-level (gate count). Complexity of various arithmetic operations. The computation and comparison 
of such gains and cost is dependent upon several parameters – the overhead of mapping between the original and the 
composite field representations, the nature of the underlying computation and its composition in terms of the relative 
frequency of various arithmetic operations, and in case of software implementations, the constraints imposed by the 
target architecture and its instruction set. Based on these parameters we select the appropriate field and representation 
to optimize a hardware circuit design. As we shall see, there can be several objectives for this optimization, such as 
critical path lengths and gate counts, depending upon the overall design goals. The circuit design obtained can then be 
used to obtain parallelism in a software implementation by means of slicing techniques. 

 
IV. PROPOSED SYSTEM 

A. Parallel Advanced Encryption Standard (AES) 
The proposed system Parallel AES is a symmetric encryption algorithm, and it takes a 128-bit data block as 

input and performs several rounds of transformations to generate output cipher text. Each 128-bit data block is 
processed in a 4-by-4 array of bytes, called the state. The round key size can be 128, 192 or 256 bits. The number of 
rounds repeated in the AES, Nr, is defined by the length of the round key, which is 10, 12 or 14 for key lengths of 128, 
192 or 256 bits,  
B. steps involved 
First Step:  Sub Bytes, a non-linear substitution step where each byte is replaced with another according to a lookup 
table. 
Second Step:  Shift Rows, a transposition step where each row of the state is shifted cyclically a certain number of 
steps. 
Third Step:  Mix Columns, a mixing operation which operates on the columns of the state, combining the four bytes in 
each column. 
Fourth Step:  Add Round Key, each byte of the state is combined with the round key; each round key is derived from 
the cipher key using a key schedule. 
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V. EXPERIMENTAL RESULTS 
Model Sim Se6.3f Simulator provides unified mixed language simulation engine for the fastest regression 

suite throughput native support of verilog, system verilog for design, vhdl, and systemC for effective verification 
Model Sim’s advanced code coverage capabilities and ease of use lower the barriers for leveraging this valuable 
verification resource. ModelSim combines simulation performance and capacity with the code coverage and debugging 
capabilities required to simulate multiple blocks and systems and attain ASIC gate-level sign-off. Comprehensive 
support of Verilog, System Verilog for Design, VHDL, and SystemC provide a solid foundation for single and multi-
language design verification environments.  
 
1. ADVANCED ENCRYPTION STANDARD (AES) OUTPUT 
 

 
 

Fig 1: Output of advanced encryption standard 
 

The above figure 1 represent output of a single aes engine. It will show the encryption and decryption process 
simultaneously. Datas and keys are represented in the form of hexadecimal values for quick reference.   
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2. PARALLELL AES ENGINE OUTPUT 

 

Fig 2: Output of parallel aes engine 
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The Fig 2 illustrates the output of four aes engines performs as parallel. Encryption done at enable pin value 1 
and decryption for enable pin 0. Data represented in hexadecimal form and parallel four encryption and decryption 
shown in figure. 

 
VI.CONCLUSION 

We have presented 4different AES cipher implementations with both on offline key expansion on a fine-
grained many-core system. Each implementation exploits different levels of data and task parallelism. The smallest 
design requires only six processors, equalling 1:02 mm2 in a 65 nm fine-grained many-core system. The fastest design 
achieves a throughput of 4.375 cycles per byte, which is 2.21 Gbps when the processors are running at a frequency of 
1.2 GHz. We also optimize the area of each implementation by examining the workload of each processor, which 
reduces the number of cores used as much as 18 percent. The design on the fine-grained many core system achieves 
energy efficiencies approximately 2.9-18.1 times higher than other software platforms, and performance per area on the 
order of 3.3-15.6 times higher. Overall, the fine-grained many-core system has been demonstrated to be a very 
promising platform for software AES implementations.  
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