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ABSTRACT:Face recognition is an interesting field of research for the purpose of person identification. Multiple 

techniques have been used to carry out this task. Face recognition undergoes some steps of pre-processing and then 

person identification is done. Pre-processing involves removal of noise, illumination effect and obtain face part. This 

face is used further for obtaining feature vectors and recognition of a person. In this paper, overview of some 

techniques is discussed with merits and demerits. This can help in building face recognition algorithm.  
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I. INTRODUCTION 

In any application, person identification is an important task for the purpose of security. For identifying any 

individual many techniques can be used such as Person Identity Numbers (PINs), passwords, identity cards. But in such 

cases, identity cards can be misplaced or stolen; PINs, passwords can be forgotten. However individual‟s biological 

traits cannot be stolen or misplaced. So biometric techniques play an essential role in person identification. 

Thesetechniques are widely used since such techniques give better results than using identity cards, PINs, passwords. 

Biometric techniques like iris detection, fingerprint impression, face recognition can be used. Amongst all, Face 

recognition is one of the challenging areas in computer vision and image processing [1]. 

Face recognition has various applications and can be used for security purposes at various installations to 

identify whether the person resembles one of the images stored in the database. This may be deployed at critical 

government installations and also at public places like airports, ATM machines, etc. In forensics[2], it can be usedfor 

image reconstruction, image generation using forensic sketch. Face recognition has to face various challenges like 

facial orientation, spectacles or glasses, varying hair styling, varying moustache and beard styles, facial aging and facial 

marks. Various techniques are used to overcome these challenges and are discussed below. 

II. RELATED WORK 

In [3], for face detection and recognition purpose, rectangular block is used to detect feature orientation. This 

rectangular block system is based on adaboost fast face detection technique. It is used to locate eyes and lips regions. 

Using distance measures between different features, artificial neural network is trained and based on this, face 

recognition is carried out. In [6], implementation of face recognition method is done using face detection by AdaBoost 

face detector, region of interest (ROI) extraction, feature extraction using discrete wavelet transform (DWT), 

dimensionality reduction by employing independent component analysis (ICA) and classification using k-Nearest 

Neighborhood (k-NN) classifier. 

III. OVERVIEW 

Face recognition techniques include following tasks: 

A. Background removal and Face detection: 

Images have slight variation in illumination, noise and more of background part. Some images can have 

different scale and orientation. Instead of taking whole image, only face part is considered, so that component based 
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recognition can also be performed (such as eyes, lips) which becomes useful in minimizing forensic challenges. 

Hence to carry out recognition, only face part has to be detected and scaled in pre-processing. In this, the 

background is removed and only face part is considered for further processing.  

 

B. Features extraction: 

Once the face is extracted from an image, features are found out from the face. Features need to be extracted 

so that to get compared with features of training dataset. Features of training set are calculated, stored and those get 

compared with the features of test image. These features can be calculated by various techniques that will be 

discussed below.  

 
C. Classification and recognition: 

The final stage is carried out as a classification and depending on that recognition of a person is done. This 

classification is done based on either various classifiers or simply a distance measured between feature vectors of 

training and test image. Thus test image is being classified to respective class and recognition is done. 

 

Techniquesused for each of the above tasks are given below: 

 

A. Background removal and Face detection: 

a) Viola Jones method: 

 Viola Jones proposed a face detection system based on constructing an integral image that allows fast feature 
extraction [3]. The integral image is defined as the summation of the pixel values of the original image. The value at 
any location (x, y) of the integral image is the sum of the image‟s pixels above and to the left of location (x, y) [4]. 

 

Fig. 1Integral image construction  

After integral image construction, it calculates features and constructs a classifier by selecting small number of 
important features using Adaboost (Adaptive Boosting) [5]. The image is partitioned in sub windows. Haar-like features 
(Fig. 2) are used to detect features from an image [6].Those features are scanned through whole image sub-windows. The 
value for each rectangle or sub-window is calculated applying those Haar-like features and the cascading is done for each 
possible face region to finally obtain face part. This cascading constructs a „strong‟ classifier as a linear combination of 
many „weak‟ classifiers [7]. 
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Fig. 2Haar-like features 

 

 

Fig. 3Cascaded Classifier for Face Detection 

Advantages of this method are it is robust to position, invariant to size, orientation and lighting conditions as well. 
Viola Jones method can give robust real time face detection [8]. And it is a simple and efficient classifier used for face 
detection. 

b) Skin colour modeling: 

 Different people have different skin colours; only difference is in intensities rather than chrominance. So to 
detect face part, skin part detection is very useful. To build skin colour model different values are used in different colour 
space as given below [9]: 

YCbCr space: Value of Cb: 80-120  

  Value of Cr: 133-173 

YIQ space: Value of I: 30-100 

YUV space: Hue (θ): 105ᵒ-150ᵒ 

Using those values face or skin area can be bounded and we can get detected face part.  

 In other techniques, Mahalanobis distance from colour vector C to mean vector µs is calculated. Covariance matrix ∑s 
is used to measure „skin like‟ colour C: 

 (1) 

If x is an image pixel, then x is considered a skin pixel if λs(x) <= t (threshold) [10]. Edges of skin part are found out 
and which contains more filled area that area is extracted, which gives the Face part of an image. Thus background is 
removed from given image.  

This method gives face part or skin part almost correctly since it directly depends on colour modelled values which 
finds skin region exactly. It works best for frontal face images.  But demerit of skin colour modelling is it includes neck 
region and is unable to distinguish between skin colour backgrounds. 

In skin colour modelling, colour based mask generation can also be done [11]. In this method, probability is found 
out for each image pixel for being a face part.  

c) Face detection techniques: 

 In [12, 13, and 14], various techniques are discussed such as template matching, knowledge based, machine 
learning, feature based, geometry based. 

 In template matching, face template of fixed size is taken and is used to scan whole image. At face part we will 
get most similarity. Thus face can be detected. This method is easy to implement but is scale dependent, rotation 
dependent and computationally expensive.  

 Knowledge based method reduces computational cost but are rotation dependent. This uses knowledge about 
basic face part. And comparing this knowledge of trained data with test samples, final face can be detected.  
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 Machine learning techniques have high detection rates but accuracy of detection depends upon training samples. 
Most machine learning techniques use frontal face or fixed orientation.  

 Feature based techniques use low level features and are scale as well as rotation independent. Such techniques 
give fast detection rate. Feature based techniques use eyes, nose and lips like predominant features to find face. Separate 
templates of each features can also be used for face detection.   

 Geometry based techniques consider relative poses and size of important components of face. Edge detection 
gives direction of important components. It has advantage that this method concentrates on important components as 
eyes, nose and mouth. But it does not represent face global structure. Using ellipse shape, face can be bounded and 
detected from background. 

d) Illumination invariant face detection: 

 Images considered as a database are not always taken under same lighting condition. This means every image is 
of different illumination. So while detecting face, illumination may affect. Hence illumination invariant face detection is 
important here.Instead of discarding illumination variations, correcting the illumination variation has been the objective 
of the method. In Discrete Cosine Transform (DCT) domain, illumination variations that fall predominantly in the low 
frequency band have been normalized by their method. By controlling the properties of the odd and even constituents of 
the Discrete Cosine Transform (DCT) additional effects of illumination variation which results in the creation of 
shadows and specular defects have been corrected [15]. Gamma correction can also be done to remove illumination 
effect. 

B. Feature extraction: 

a) Principal Component Analysis (PCA) or Eigen face method:  

 Principal Component Analysis (PCA) is a method of orthogonal transformation of correlated components into 
linearly uncorrelated components known as principal components. Using a mathematical method, numerous possibly 
correlated variables are transformed into a smaller number of uncorrelated variables known as principal components by 
PCA.  PCA reduces dimensionality of feature vectors [16]. Training dataset is merged in a matrix and covariance matrix 
of it is calculated. To find principal components, eigen vectors and eigen values are calculated of the covariance matrix. 
To decide which eigen vectors to be considered as principal components, selection of eigen vectors is done based on 
entropy [17]. This is done by removing each eigen vector in turn and calculating corresponding entropy of remaining 
eigen vector matrix. If removal of eigen vector causes more disorder then it shows more importance and higher rank of 
corresponding eigen vector. The top ranking eigen vectors are selected.  Once principal components are found, those are 
projected on training and test samples to find maximum similarity in feature space. 

  In many cases, PCA outperforms Linear Discriminant Analysis (LDA). PCA is an unsupervised learning so it 
does not rely on class information. 

b) Independent Component Analysis (ICA) feature extraction: 

 Principal Component Analysis (PCA) uses only second order statistics but Independent Component Analysis is 
a generalization of PCA uses higher order statistics.  

 Independent Component Analysis (ICA) attempts to decompose multivariate signal into non-Gaussian 
independent components [18, 19, 20 and 21]. Kurtosis is used in ICA to measure non-Gaussianity of signals (images). In 
general, it gives idea about “peakedness” of probability distribution of signals (images). The pixels are treated as random 
variables and the face images as outcomes. i.e. X = A.S where S represents source matrix containing uncorrelated 
Gaussian elements, A is the mixing matrix and X is correlated Gaussian elements. First non-Gaussian vector corresponds 
to largest eigen value. Minimizing negative entropy function, we can obtain independent vectors which are treated as 
basis. 

As in the case of PCA, independent components are projected on training and test samples to find maximum 
similarity in the test case with one of the training samples. 

c) Gray Level Co-occurrence Matrix (GLCM): 

 The direct GLCM (gray level co-occurrence matrix) method is very competitive. GLCM matrix is used to 
extract feature vector [22]. 
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 GLCM is created by calculating how often a pixel with gray-level value i occurs adjacent to a pixel with the 
value j. Adjacency can be of chosen magnitude and chosen direction. It can be horizontally, vertically, diagonally left 
and diagonally right. The features can also be averaged for all four directions- 0ᵒ, 45ᵒ, 90ᵒ, and 135ᵒ. GLCM construction 
is shown in Fig. 4 below: 

 

Original Matrix with intensity levels 0, 1 and 2 

         

   GLCM Horizontal    GLCM Vertical 

   Gh(0ᵒ)      Gv(90ᵒ) 

Fig. 4GLCM construction 

Fig. 4 tells about gray level co-occurrence matrix construction horizontally and vertically. In similar ways, diagonal 
co-occurrences can be calculated. 

Gray co-occurrence matrix also gives information regarding contrast, correlation, energy and homogeneity. It tells 
about measure of the intensity contrast between a pixel and its neighbor over the whole image. It also gives an idea about 
how correlated a pixel is to its neighbor over the whole image. It also gives information regarding homogeneity of the 
image by having higher values in GLCM diagonal position. 

Feature vector is generated by converting GLCM matrix into a vector which can be used for classification process. 

Using smaller number of gray levels makes the algorithm faster and also preserves the high recognition rate. 

d) Discrete Wavelet Transform (DWT): 

 Feature extraction is done using discrete wavelet transform (DWT) coefficients [23, 24]. For finding out DWT 
coefficients,Haar, Daubechies, Coiflet, Meyer, Morlet and Mexican hat can be used as a mother wavelet. In DWT 
decomposition, image gets decomposed in different sub bands such as LL, LH, HL, HH (for single level decomposition). 
It gives levels of approximation and detail coefficients. Approximation coefficients look like replica of an input image 
and which is the lowest frequency sub band. Remaining three detailed coefficients give horizontal, vertical and diagonal 
features. Thus features can be extracted using wavelet decomposition.  

e) Facial features detection: 

 Eyes can be detected based on assumption that they are darker than other part of a face. Ellipse is fitted to each 
potential eye region using connected component analysis [10]. To increase the detection speed, upper half of detected 
face can be considered as eyes and lower 1/3

rd
 of the detected face can be considered as lips [3]. We can get different 

features such as finding nose, Nose orientation can be found as follows: 

Width of nose is considered as ~ 80% of widthof the lips 

 This method is advantageous because we can obtain precise eye localization. And once eyes are found other 
features like nose and mouth can be easily obtained. 
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 Nose tip as well eyes can also be found by considering corner points [25, 26]. These points of face can be 
extracted using corner detection. To find eye balls, valley point searching can be done using directional projection and 
symmetry of two balls can give location of eyes. 

C. Classification and recognition: 

a) Distance-wise classification:  

 Once the feature vectors of training and test images are found out then we need to classify test image in either 
of training image classes. This can be done by calculating Euclidean distance between training and test image feature 
vectors [14, 16]. The minimum distance shows test image belongs to the respective class. Thus recognizing the person. 

b) K – nearest neighbor (K-NN): 

 Nearest neighbor is searched for feature vectors in a feature space. K-NN is used for classification and can be 
employed on the images [15]. It is observed, as K increases recognition rate decreases. This method gives 83.5% 
recognition rate for K = 1 [6]. 

c) Neural Network: 

 Thehuman way of recognizing faces is modeled somewhat by employing neural network. The direct neural 
network makes a mapping from face images to the persons and their expression variations [25]. Moreover, the inverse 
network can approximately reform the images by using persons‟ information and facial expression diversities.  

d) Support Vector Machine (SVM): 

 Support Vector Machine builds supervised learning algorithm which is used for classification and regression 
analysis [26]. It constructs a hyperplane having n-dimensional parameters w and b, which is used for classification 
andsign of (w.x+b)gives the result for bi-class classification.  Multiple classifiers will have to be employed.   

IV. CONCLUSION AND FUTURE WORK 

 

Comparative study of numeroustechniques for face recognition is done. From the observed merits and 

demerits, a hybrid system will be designed giving promising results. According to literature survey, Viola Jones face 

detection gives real time performance as well as tracks multiple faces in an image. Skin colour modelling also works 

well for face detection. Principal Component Analysis and Independent Component Analysis works better for feature 

extraction. These techniquesselectively take only those features in the feature vector which has more information, 

thereby reducing computation time. Gray Level Co-occurrence Matrix (GLCM) also gives better feature vectors but if 

large number of gray levels are taken then GLCM method becomes slower and computation time increases. For 

classification purpose, Euclidean distance also gives good results. SVM can also be used for classification.  Thus 

combining these techniques, face recognition application will be developed. 
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