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ABSTRACT: Speech recognition has been an active research topic for more than 50 years. Interacting with the computer 
through speech is one of the active scientific research fields particularly for the disable community who face variety of 
difficulties to use the computer. Such research in Automatic Speech Recognition (ASR) is investigated for different 
languages because each language has its specific features. Especially the need for ASR system in Tamil language has been 
increased widely in the last few years. In this paper, a speech recognition system for individually spoken word in Tamil 
language using multilayer feed forward network is presented. To implement the above system, initially the input signal is 
preprocessed using four types of filters namely preemphasis, median, average and Butterworth bandstop filter in order to 
remove the background noise and to enhance the signal. The performance of these filters are measured based on MSE and 
PSNR values. The best filtered signal is taken as the input for the further process of ASR system. The speech features being 
the major part of speech recognition system, are analyzed and extracted via Linear Predictive Cepstral Coefficients (LPCC). 
These feature vectors are given as the input to the Feed-Forward Neural Network for classifying and recognizing Tamil 
spoken word.  We propose a  technique for training deep neural networks (DNNs) as data-driven feature front-ends for 
large vocabulary continuous speech recognition (LVCSR) in low resource settings. To circumvent the lack of sufficient 
training data for acoustic  modelling in these scenarios, we use transcribed multilingual data and semi-supervised training to 
build the proposed feature front-ends. 
 

I. INTRODUCTION 
 
Automatic Speech Recognition (ASR) deals with automatic conversion of acoustic signals of a speech utterance into text 
transcription. Even after years of extensive research and development, accuracy in ASR remains a challenge to researchers. 
There are number of well known factors which determine accuracy. The prominent factors are those that include variations 
in context, speakers and noise in the environment. Therefore research in ASR has many open issues with respect to small or 
large vocabulary, isolated or continuous speech, speaker dependent or independent and environmental robustness. 
 
ASR for western languages like English and Asian languages like Chinese is well matured. But similar research in Indian 
languages is still in its infancy stage. Another major hurdle in ASR for Indian language is resource deficiency. Annotated 
speech corpora for training and testing the acoustic models are scarce. Recently there is a growing interest in ASR for 
Tamil and other Indian languages. There are speech recognition works for Tamil language which are targeted towards low 
and restricted vocabulary task [1]. There are some funded research works in spoken digit recognition [2]. Others have 
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attempted to speech recognition for isolated word recognition in Tamil using Artificial Neural Network (ANN) [3]. Some 
research has been reported to tackle the issue of resource deficiency by means of cross language transfer and cross language 
adaptation techniques [4]. 
 
There are other literatures concerning large vocabulary continuous speech recognition (LVCSR) in Indian languages 
including Tamil. These works are mainly concentrated and targeted towards exploiting the syllabic nature of Tamil and 
other Indian languages. Basically there are three approaches to speech recognition with respect to the choice of sub-word 
units namely, word based, phone based and syllable based recognition.  
 
 

II. PROBLEM FORMULATION 
 
Fundamentally, the problem of speech recognition can be stated as follows. When given with acoustic observation X = 
X1X2…Xn, the goal is to find out the corresponding word sequence W = w1w2…wm that has the maximum posterior 
probability P (W|X) expressed using Bayes Theorem as shown in equation (1). 
 
 
 
 
 
 Where P (W) is the probability of word W uttered and P (X|W) is the probability of acoustic observation X when word W 
is uttered. P (X|W) is also known as class conditioned probability distribution. P(X) is the average probability that the 
observation X will occur. Since the maximization of equation (1) is done with variable X fixed, to find the word W it is 
enough to maximize the numerator alone. 
 
W= arg max (P(W)P(X|W) 
           w                                                     (2) 
  
The first term in equation (2), P (W), is computed with the help of a language model. It describes the probability associated 
with a hypothesized sequence of words. The language model incorporates both the syntactic and semantic constraints of the 
language and the recognition task. Generally the language model may be of the form of a formal parser, syntax analyzer, N-
gram model or a hybrid model [5]. 
 
The second term in equation (2), P (X|W), is computed using an acoustic model which estimates the probability of a 
sequence of acoustic observations conditioned on the word W. The recognizer needs to know the class conditioned 
probability P (X|W) from the acoustic model in order to compute the posteriori probability P (W|X). HMM has become the 
common structure of acoustic models because HMM can normalize speech signal’s time-variation and characterize speech 
signal statistically thus helping to parameterize the class conditioned probabilities. Thus the acoustic model forms the core 
knowledge base representing various parameters of speech in  optimal sense. Even though speech decoding with other 
classification models like neural networks and support vector machines are also reported in the literature[6], at present, all 
state-of-the-art commercial and most laboratory speech recognition systems are based on HMM that give very low WER 
when tested on standard speech databases [7][8]. 
 
 

III. THE TAMIL LANGUAGE 
 

                                                           P(W)P(X|W) 
W=arg max P(W|X)=arg max   
           w                             w                 P(X) 

(1) 
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Tamil is a Dravidian language spoken predominantly in the state of Tamilnadu in India and Sri Lanka. It is the official 
language of the Indian state of Tamilnadu and also has official status in Sri Lanka and Singapore. With more than 77 
million speakers, Tamil is one of the widely spoken languages of the world. 
 
3.1 Pronunciation in Tamil 
 
Tamil has its unique letter to sound rules. There are very restricted numbers of consonant clusters. Tamil has neither 
aspirated nor voiced stops. Unlike most other Indian languages, Tamil does not have aspirated consonants. In addition, the 
voicing of plosives is governed by strict rules. Plosives are unvoiced if they occur word-initially or doubled. The Tamil 
script does not have distinct letters for voiced and unvoiced plosives, although both are present in the spoken language as 
allophones. 
 
Generally languages structure the utterance of words by giving greater prominence to some constituents than others. This is 
true in the case of English: one or more phones standout as more prominent than the rest. This is typically described as 
word stress. The same is true for higher level prosody in a sentence where one or more constituent may bear stress or 
accent. As far as Tamil language is concerned, it is assumed that there is no stress or accent in Tamil at word level and all 
syllables are pronounced with the same emphasis. However there are other opinions that the position of stress in the word is 
by no means fixed to any syllable of individual word. In connected speech the stress is found more often in the initial 
syllable. Detailed study on pronunciation in Tamil can be found in [9] [10]. In our experiment, stress on syllable is 
ignored because we are dealing with read speech.  
 

IV. SYSTEM OVERVIEW 
 

There are variety of speech recognition [11][12] approaches available such as Neural Networks, Hidden Markov 
Models, Bayesian networks and Dynamic Time Warping etc. Among these approaches Neural Networks (NNs) [13] have 
proven to be a powerful tool for solving problems of prediction, classification and pattern recognition. Rather than being 
used in general-purpose speech recognition applications it can handle low quality, noisy data and speaker independence 
applications. Such systems can achieve greater accuracy than HMM based systems, as long as there is training data and the 
vocabulary is limited. 

One of the most commonly used networks based on supervised learning algorithm is multilayer feed forward 
network which is implemented in this paper for classifying and recognizing Tamil spoken words [14][15]. In Tamil 
language, the pronunciation of independent letters and group of letters forming words are not different. Tamil speech 
recognizing system [15] does not require the support of a dictionary. Thus the recognizing process in Tamil speech [15] is 
fairly simple compared.  

To implement the system, initially the speech data is preprocessed using filtering, framing [16] and windowing 
techniques. Subsequent to that, the enhanced signal is given as the input to the LPCC algorithm to extract features. These 
feature vectors also called cepstral coefficients are given as the input to the network. After that the network is trained with 
these input vectors and the target vectors. Finally classification and recognition is done based on pattern matching. The 
above figure 1 demonstrates the overall structure of the system. 

 
4.1     FEED FORWARD NEURAL NETWORK FOR TAMIL WORD RECOGNITION 
 

A feed forward neural network [15] is a biologically inspired classification algorithm which falls under the 
category, "Networks for Classification and Prediction" and has widespread interesting applications and functions related to 
speech processing. It consists of a (possibly large) number of simple neuron-like processing units, organized in layers. 
Every unit in a layer is connected with all the units in the previous layer. These connections are not all equal and may have 
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a different strength or weight. The weights on these connections encode the knowledge of a network. They usually consist 
of three to four layers in which the neurons are logically arranged. The first and last layers are the input and output layers 
respectively and there are usually one or more hidden layers in between the other layers. The term feed-forward means that 
the information is only allowed to "travel" in one direction. This means that the output of one layer becomes the input of the 
next layer, and so forward. Feed-forward networks are advantageous as they have the fastest models to execute. 
In the Network, the input layer does have a part in calculation, rather than just receiving the inputs. The raw data is 
computed, and activation functions are applied in all layers. This process occurs until the data reaches the output neurons, 
where it is classified into a certain category. The operation of this network can be divided into two phases: 

i. The learning phase  
ii. The classification phase  

During the learning phase the weights in the FFNet will be modified. All weights are modified in such a way that when a 
pattern is presented, the output unit with the correct category, hopefully, will have the largest output value. In the 
classification phase the weights of the network are fixed. A pattern, presented as the input will be transformed from layer to 
layer until it reaches the output layer. Now classification can occur by selecting the category associated with the output unit 
that has the largest output value. In contrast to the learning phase classification is very fast. [40] 
 

V. TRAINING 
 

 Acoustic models for state-of-the-art speech recognition systems are typically trained on several hundred hours of task 
specific training data, but in low resource scenarios, one often has to make do with much less training data. Annotated 
training data can be especially hard to come by. In these settings, it is possible to take advantage of transcribed data from 
other languages to build multilingual acoustic models [20,21]. Multilingual training with Subspace Gaussian Mix-ture 
Models [19] have also been proposed to train acoustic models [22, 23]. 

An alternative approach moves the focus to data-driven feature front-ends. The key element in this data-driven approach 
is a multi-layer perceptron (MLP) trained on large amounts of task independent data, i.e. multilingual data or data from the 
same language but collected under different settings [25, 26]. Features corresponding to limited task specific data are then 
derived using the trained MLP for ASR [37, 28, 29, 30, 31]. We build on this front-end-based approach since features 
produced using these front-ends can further improve performance in low-resource settings when combined with other ASR 
modeling techniques. 
 

While this work is related to several recent approaches  [ 27, 28, 29, 30, 31], we use two different techniques to derive 
better  features and improve acoustic model training in low resource settings: data driven features extracted using deep 
neural networks (DNN) 
 
 5.1 SEMI-SUPERVISED TRAINING 

 
Semi-supervised training has been effectively used to train acoustic models in several languages and conditions 

[32, 33, 33, 35, 36]. This section discusses the application of these approaches to low-resource settings. We start by using a 
baseline decoder (the best front-end and acoustic model we have so far) to generate recognition hypotheses for any 
available untranscribed training data. The most reliable of these estimated transcriptions are then combined with the limited 
existing ranscribed training data to train both of the DNN front-end and GMM-HMM acoustic models in a semi-supervised 
fashion. 
 
 
5.1.1. Selective semi-supervised training of DNNs 
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The initial multilingual DNN training experiments described earlier were based on only 1 hour of transcribed data. For 
semi-supervised training of DNNs we include additional data with noisy transcripts. These utterances are selected from the 
untranscribed data based on their utterance level confidences. To avoid detrimental effects from noisy semi-supervised data 
during discriminative training of neural networks, we make the following design choices  
 
(a) During back-propagation training, the semi-supervised data is de-weighted. This is done by multiplying the cross-

entropy er-ror with a small multiplicative factor during training.  
(b) The semi-supervised data is used only in the final pre-training stage after all the layers of the DNN have been created.  
(c) Only a limited amount of selected semi-supervised data is added.  
 
5.1.2. Semi-supervised training of acoustic models 
Features from the DNN front-end with semi-supervised data are used to extract data-driven features for semi-supervised 
training of the ASR system. Similar to the weighing of semi-supervised data dur-ing the DNN training, we also use a 
simple corpus weighing while training the ASR systems. This is done by adding the 1 hour of fully supervised data with 
accurate transcripts twice. 
 

VI. CONCLUSION 
 
In recent years, neural network has become an enhanced technique for tackling complex problems and tedious tasks such as 
speech recognition. Speech is a natural and simple communication method for human beings. However, it is an extremely 
complex and difficult job to make a computer respond to spoken commands. Recently there is a momentous need for ASR 
system to be developed in Tamil and other Indian languages. In this paper such an important effort is carried out for 
recognizing Tamil spoken words. To accomplish this task, feature extraction is done after employing required 
preprocessing techniques. The most widely used LPCC method is used to extract the significant feature vectors from the 
enhanced speech signal and they are given as the input to the feed forward neural network. The adopted network is trained 
with these input and target vectors. Semi-supervised training is used for training both neural network front-ends as well as 
acoustic models.  
 The results with the specified parameters were found to be satisfactory considering less number of training data. More 
number of isolated and continuous words to be trained and tested with this network in future. This preliminary experiment 
will helps to develop ASR system for Tamil language using different approaches like Hidden Markov Models or with other 
hybrid techniques. 
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