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ABSTRACT:The astonishing progress of computer technology in the few years has led to large supplies of powerful 

and reasonable computers.Text Mining is the detection by computer of new and previously unknown information, by 

automatically extracting information from different written assets.An efficient and effective text document 

classification is becoming a challenging and highly required area to capably categorize text documents into mutually 

exclusive categories. In this paper we discuss several approaches of text categorization, feature selection methods and 

applications of text categorization based on similarity. 
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I. INTRODUCTION  

 

Data mining is the process of extracting the implied previously unknown and potentially useful information from 

data.Text categorization [6] [7] is an upcoming and very important field in today’s world which is mostimportantly 

required and demanded to efficiently categorize various text documents intodifferent categories.The capacity of storing 

data becomes enormous as the technology of computer hardware develops. So amount of data is increasing 

exponentially, the information required by the users become varies and actually users deal with textual data more than 

the numerical data. It is very difficult to apply techniques of data mining to textual data instead of numerical 

data.Therefore it becomes necessary to develop techniques applied to textual data that are different from the numerical 

data. Instead of numerical data the mining of the textual data is called text mining.A similarity measure or similarity 

function is a real-valued function that quantifies the similarity between two objects The similarity measure reflects the 

degree of closeness or separation of the target objects and should correspond to the characteristics that are believed to 

distinguish the clusters embedded in the data It is important to measure  a similarity/distance  (Chim and Deng,2008). 

Choosing an appropriate similarity measure is also crucial for cluster analysis,especially for a particular type of 

clustering algorithms.Text Categorization (TC) is the classification of documents with respect to a set of one or more 

preexisting categories (Sebastiani, 2002). The classification phase consists of generating a weighted vector for all 

categories, then using a similarity measure to find the adjoining category.The similarity measure is used to determine 

the degree of likeness between two vectors. To achieve reasonable classification results, a similarity measure should 

generally respond with larger values to documents that belong to the same class and with smaller values otherwise. 

During the last decades, a large number of methods proposed for text categorization were typically based on the 

classical Bag-of-Words model where each term or term stem is an independent feature. The similarity decreases when 

the number of presence-absence features increases. An absent feature has no contribution to the similarity. The 

similarity increases as the difference between the two values associated with a present feature decreases. To improve 

the efficiency, they have provided an approximation to reduce the complexity involved in the computation. 

 

II. LITERATURE SURVEY 

 

In this section, we are focus on the different methods for text classification based on similarityof  [1] Feature selection 

methods have been successfully applied to text categorization but not often appliedto text clustering due to the 

unavailability of class label information. In this paper, we first giveempirical evidence that feature selection methods 

can improve the efficiency and performance of text clustering algorithm. Then we propose a new feature selection 

method called “Term Contribution (TC)” and perform a comparative study on a variety of feature selection methods for 
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text clustering, including Document Frequency (DF), Term Strength (TS), Entropy-based (En),Information Gain (IG) 

and _2 statistic (CHI).Finally, we propose an “Iterative Feature Selection (IF)” method that addresses the unavailability 

of label problem by utilizing effective supervised feature selection method to iteratively select features and perform 

clustering. Detailed experimental results on Web Directory data are provided in the paper.[2]Similarity is an important 

and widely used concept Previous definitions of similarity are tied to a particular application or a form of knowledge 

representation. We present an information theoretic definition of similarity that is applicable as long as there is a 

probabilistic model. We demonstrate how our definition can be used to measure the similarity in a number of different 

domains.[3]This paper shows that the accuracy of learned text classifiers can be improved by augmenting a small 

number of labeled training documents with a large pool of unlabeled documents. This is important because in many 

text classification problems obtaining training labels is expensive, while large quantities of unlabeled documents are 

readily available. We introduce an algorithm for learning from labeled and unlabeled documents based on the 

combination of Expectation-Maximization (EM) and a naive Byes classifier. The algorithm first trains a classifier using 

the available labeled documents, and probabilistically labels the unlabeled documents. It then trains a new classifier 

using the labels for all the documents, and iterates to convergence. This basic EM procedure works well when the data 

conform to the generative assumptions of the model. However these assumptions are often violated in practice, and 

poor performance can result. We present two extensions to the algorithm that improve classification accuracy under 

these conditions: (1) a weighting factor to modulate the contribution of the unlabeled data, and (2) the use of multiple 

mixture components per class. Experimental results, obtained using text from three different real-world tasks, show that 

the use of unlabeled data reduces classification error by up to 30% [4] In the k-median problem we are given a set S of 

n points in a metric space and a positive integer k: The objective is to locate k medians among the points so that the  

sum of the distances from each point in S to its closest median is minimized[5]Clustering is one of the most important 

techniques in which the machine learning and data mining tasks. Similar data grouping is performed using clustering 

techniques. Hierarchical clustering model produces tree structured results. Partitioned clustering produces results in 

grid format. The documents are projected into a low-dimensional semantic space and then a traditional clustering 

algorithm is applied to finding document clusters. The Euclidean distance is a dissimilarity measure describes the 

dissimilarities between the documents. Correlation indicates the strength and direction of a linear relationship between 

two random variables. A scale-invariant association measure is used to calculate the similarity between two vectors. 

Correlation preserving index (CPI) based clustering is used for document clustering process. The similarity-measure-

based CPI method is used for detecting the intrinsic structure between nearby documents. In CPI method the documents 

are projected into a low-dimensional semantic space. Correlations between the documents in the local patches are 

maximized. Correlations between the documents outside these patches are minimized simultaneously. The spectral 

clustering is applied on the correlation similarity model with nearest neighbor learning process. The Ontology 

repository is used to manage the term concept relations. Local patch extraction is carried out with Ontology support. 

Term frequency based weight is replaced with concept weight based model. The document preprocess operations are 

carried out to extract term information. Stop word elimination and stemming process are applied on the term collection. 

Porter stemming algorithm is used for suffix analysis. Ontology is used to extract term relationships. 

 
III. CONCLUSION 

  
In this survey, the aim has been to explore and evaluate different techniques for similarity measures. Future research in 

the data mining similarity measure will try hard towards improving the accuracy, precision, and computational speed. 

There are three factors in text categorization: categorization model, similarity measure,and document representation. 

There are many alternatives for each one of these factorsAlthough the current scheme proved more accurate than 

traditional methods, there are still accommodation for improvement 
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