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ABSTRACT-In this paper, pipelining concepts is 

adopted to increase the processing speed of image scaling 

algorithms. The proposed algorithm consists of 

pipelining stages along with a linear space-variant edge 

detector, a low complicacy sharpening spatial filter, and a 

simplified bilinear interpolation. The linear space-edge 

detector is used to discover the image edges by a low-

cost catching technique. The sharpening spatial filter 

serves as    Pre filters in solving the blurring edges 

caused by the bilinear interpolation. An adaptive 

technology is used to enhance the edge contrast of image 

& improves the apparent sharpness effect of the edge 

detector by adaptively selecting the input pixels of the 

bilinear interpolation. Winscale method is used for the 

area pixel model. An algebraic manipulation and a 

hardware sharing techniques are used to simple the 

bilinear interpolation. Bilinear interpolation decreases the 

computing resources and silicon area in VLSI circuits. 

When compared with previous low complicacy 

techniques, this paper performs high speed, better 

quality, very good performance, less memory 

requirements, and a cheap hardware cost than other 

image scalar methods 

 

KEYWORDS—Sharpening spatial filter, Edge 

detector, Bilinear interpolation, Pipelining. 

 

I. INTRODUCTION  

     Image scalar Technique is process of resizing a digital 

Image that involves a trade-off between efficiency, 

smoothness and sharpness.Gradient of an edge has 

magnitude and direction. Adding laplacian to an image 

results in edge undershoot and overshoot. k factor tunes 

the degree of edge enhancement. It designs a low cost, 

high quality and high speed with a pipelined technique. 

The Nearest Neighbour algorithm is used for   alleviation 

block and aliasing effects since it requires a low time 

complexity .The next complex method chosen is Bicubic 

Interpolation..Images resembled with bicubic 

interpolation are smoother and have fewer interpolation 

artifacts. [9]It is an extension of Bicubic Interpolation for 

Interpolating data points on a two dimensional regular 

grid. It has high quality but it need six line buffer 

memories.[9] Kim et al presented a Winscale method 

used an area-pixel model instead of the common point-

pixel model, and uses a maximum of four pixels of the 

original image to calculate one pixel of a scaled image. 

[10]Lin et al. implemented if the edge detector obtains an 

efficient VLSI architecture design of winscale algorithm. 

It demonstrates High performance. It able to process DIS 

(Digital Image Scaling) for HD in Television and Real 

time applications. Lin et al suggested a low cost 

architecture based on the bicubic convolution 

interpolation algorithm by reducing complexity of 

generating weighting coefficients. Chen et al. suggested 

an edge-oriented area pixel scaling processor. It uses a 

low cost high quality image scalar and adaptive low-cost 

was suggested in which a sharpening spatial and a clamp 

3×3 convolution filters were added as pre filters to 

reduce the blurring and aliasing effects produced by the 

bilinear Edge catching technique and seven stage 

pipeline architecture to achieve low cost and high 
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performance. Line at all suggested a fast first-order 

polynomials convolution technique to execute an 

efficient image scaling design. Huang et al existent a 

high performance 2-D image scalar design based on an 

interpolation error theorem Interpolation .while the chip 

area and memory requirement were efficiently decreased 

by hardware sharing and filter combining technique, it 

required three multipliers, fifty adders, and a four-line-

buffer memory. Thus, an adaptive edge-enhanced scaling 

algorithm that demands three multipliers, nineteen 

adders, and only a one-line-buffer memory is suggested 

in this paper. The suggested algorithm consists of a low-

cost linear space-variant edge detector, a low-complex 

sharpening spatial filter, and a simplified bilinear 

interpolation. An algebraic manipulation technique and a 

hardware sharing technique are used to reduce the 

computing resource and hardware cost of the bilinear 

interpolation circuit. The sharpening spatial filter and 

low-cost edge detector are added to the proposed scaling 

circuit as pre filter to enhance the edges of the source 

images and decrease the blurring effects caused by the 

bilinear interpolation .In this pipelining concept is 

applied to increase the processing speed of the data .If we 

increase the pipelining stages, we can increase the speed 

of the processor. 

II. RELATED WORKS 

 

   In this contrast to Image Scalar, edge detector which 

aim at identifying points in a digital image at which 

the image brightness changes sharply or, more formally, 

has discontinuities. Sharpening spatial filter is used as a 

prefilter in solving the blurring edges caused by the 

Bilinear Interpolation. Bilinear Interpolation is mainly 

used for the Image zooming. The Register Bank is used 

to store the gray Scale Images. In this technique we use a 

pipelining technique at sharpening spatial filter, Edge 

detector and at multiplexer to perform the speed in a 

process and to reduce the critical path delay in the 

process .The Image is a given in a MATLAB and 

converted to a coding. The coding is given as a input in 

VLSI. So the edge detector identifies the outline and 

boundary of the Image. The bilinear interpolation up 

scaling the image ex: 64x64  to 128x128.The sharpening 

spatial filter is used as a prefilter to solving the blurring 

effects produced by the bilinear interpolation.  

 

 

III. PROPOSED SYSTEM 

A. Edge Detector 

 

      Edge detection is the name for a set of mathematical 

methods which aim at identifying points in a digital 

image at which the image brightness changes sharply or, 

more formally, has discontinuities. The points at which 

image brightness changes sharply are typically organized 

into a set of curved line segments termed edges. The 

same problem of finding discontinuities in 1D signal is 

known as step detection and the problem of finding 

signal discontinuities over time is known as change 

detection. In edge detector we want to determine the 

edges of outline and boundary. In edges want to calculate 

the Intensity variations. In edge detector the pixels are 

determined by vertical and horizontal gradient 

calculation by kernel or masking. 

 

 

The edge detected pictures.. 

 

The purpose of detecting sharp changes in image 

brightness is to capture important events and changes in 

properties of the   world. It can be shown that under 

rather general assumptions for an image formation 

model, discontinuities in image brightness are likely to 

correspond to:  

 discontinuities in depth, 

 discontinuities in surface orientation, 

 changes in material properties and 

 Variations in scene illumination. 

In the ideal case, the result of applying an edge detector 

to an image may lead to a set of connected curves that 

indicate the boundaries of objects, the boundaries of 

surface markings as well as curves that correspond to 

discontinuities in surface orientation. Thus, applying an 

edge detection algorithm to an image may significantly 

reduce the amount of data to be processed and may 

therefore filter out information that may be regarded as 

less relevant, while preserving the important structural 

properties of an image. If the edge detection step is 

successful, the subsequent task of interpreting the 

information contents in the original image may therefore 

be substantially simplified. However, it is not always 

possible to obtain such ideal edges from real life images 

of moderate complexity. 

Edges extracted from non-trivial images are often 

hampered by fragmentation, meaning that the edge 

curves are not connected, missing edge segments as well 

as false edges not corresponding to interesting 

phenomena in the image – thus complicating the 

subsequent task of interpreting the image data.  

Edge detection is one of the fundamental steps in image 

processing, image analysis, image pattern recognition, 

and computer vision techniques. 
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Simple Gradient Calculation 

Let us represent an image by an array A, in which each 

element of the array corresponds to the gray level of an 

image. If the gray levels are in pixel counts, then the 

numbers might range from 0 to 255 for an eight-bit per 

pixel image.  

The gradient is the change in gray level with direction. 

This can be calculated by taking the difference in value 

of neighboring pixels. Let us construct a new array B that 

contains the values of the gradient from A. 

The horizontal gradient is formed by taking the 

differences between column values. 

  

This can be represented by a filter array as shown below: 

-1 1 

  

1 1 

A problem with this filter is that the location of the 

gradient in the array B is shifted somewhat to the left. 

With an even number of pixels in the computation it is 

impossible to locate the result in the center of the cells 

used to produce it. It is therefore most common to use an 

odd number of cells. This can be accomplished by doing 

the calculation over cells that are separated by step. 

B(j,k)=A(j,k+1)-A(j,k-1) 

This can be represented by the array shown below:  

-1 0 1 

Note that the result pixel is centered between the left and 

right pixels used to calculate the gradient, so there is no 

shift in the location of the gradient result. 

Horizontal edges would be detected by calculating the 

vertical gradient. The equation for the separated vertical 

difference is  

 

B (j, k) =A (j+1, k)-A (j-1, k) 

 

For an image in which the row coordinates are counted 

from the bottom edge upward, the corresponding filter 

array is 

 

1 

0 

-1 

 

Vertical Edges 

Vertical edges can be detected by using a horizontal 

gradient operator followed by a threshold operation to 

detect the extreme values of the gradient. The gradient 

produces a doublet of extremes, positive-negative or 

negative-positive, depending on the direction of the 

transition. 

We will investigate the detection of both vertical and 

horizontal edges using the image of the detail of a 

building shown in figure1. Detail of a building at 256 

gray levels. This image has strong horizontal and vertical 

edges, and is therefore useful for the illustration of the 

method.  

 

Figure 1:Detail of a building at 256 gray levels. 

 

Figure 2:Image produced by the horizontal gradient calculation. 

The horizontal gradient was calculated by taking 

differences in the image values between columns. Note 

that the column before and the column after k was used. 

Use of an odd number of pixels in a gradient calculation 

prevents a shift in location. 
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B (j, k) = A (j, k+1-A (j, k-1) 

If A has gray values in the range 0 to 255, for example, 

then B may have values in the range -255 to 255. The 

values of B were renormalized to the range 0 to 255 by 

shifting and scaling. This can be done by the replacement 














255

minmax

min),(

BB

BkjB
),( kjB  

Where the brackets [ ] indicate rounding to the nearest 

integer. Negative edges found by horizontal gradient 

detection with b=120. were detected by applying a 

threshold operation to the results of the horizontal 

gradient calculation. The strongest negative edge 

transitions were then detected with a threshold operation, 

in which the pixels of B that were less than a threshold b 

were detected figure3. Negative edges found by 

horizontal gradient detection with b=120. Shows those 

pixels for b=120. 

 

 

Figure 3:Negative edges found by horizontal gradient detection with 
b=120.  

Negative edges found by horizontal gradient detection 

with b=120. were detected by applying a threshold 

operation to the results of the horizontal gradient 

calculation. The strongest negative edge transitions were 

then detected with a threshold operation, in which the 

pixels of B that were less than a threshold b were 

detected. Figure 3.Negative edges found by horizontal 

gradient detection with b=120. Shows those pixels for 

b=120. 

Horizontal edges 

Horizontal edges produce a vertical gradient in the 

image, and can be enhanced with a vertical gradient 

detector. A vertical gradient filter can be defined by  

B(j,k)=A(j+1,k)-A(j-1,k) 

The gradient values were shifted and normalized by  














255

minmax

min),(

BB

BkjB
),( kjB  

When the gradient is calculated on the building image, 

the result is as shown in figure 4.Edge produced by 

vertical gradient calculation. The origin of the image is at 

the lower left corner, so that higher numbered rows are 

higher in the figure. An edge doublet that is formed by 

the gradient calculation in going from a darker area to a 

lighter area will be bright below dark. We wee this in the 

rounded "eyebrows" in the stone work. 

 

Figure 4:Edge produced by vertical gradient calculation. 

The edges shown in figure 5. Positive edges found by 

vertical gradient detection with a=180. Were detected by 

applying a threshold operation to the results of the 

vertical gradient calculation. The strongest positive edge 

transitions were then detected with a threshold operation, 

in which the pixels of B that were greater than a 

threshold a were detected. Figure 5. Positive edges found 

by vertical gradient detection with a=180. Shows those 

pixels for a=180.  

 

Figure 5 Positive edges found by vertical gradient detection with 
a=180. 

The edges shown in figure 6.Negative edges found by 

vertical gradient detection with b=80. Were detected by 

applying a threshold operation to the results of the 

vertical gradient calculation. The strongest negative edge 

transitions were then detected with a threshold operation, 

in which the pixels of B that were less than a 

threshold b were detected. Figure 6 Negative edges found 
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by vertical gradient detection with b=80. Shows those 

pixels for b=80.  

Figure 6: Negative edges 
found by vertical gradient detection with b=80. 

B. Bilinear Interpolation 

      Bilinear interpolation considers the closest 2x2 

neighborhood of known pixel values surrounding the 

unknown pixel. It then takes a weighted average of these 

4 pixels to arrive at its final interpolated value. An 

algorithm is used to map a screen pixel location to a 

corresponding point on the texture map. A weighted 

average of the attributes (color, alpha, etc.) of the four 

surrounding texts is computed and applied to the screen 

pixel. This process is repeated for each pixel forming the 

object being textured. This algorithm reduces some of the 

visual distortion caused by resizing an image to a non-

integral zoom factor, as opposed to nearest neighbor 

interpolation, which will make some pixels appear larger 

than others in the resized image. It uses Bilinear 

Interpolation to extract the values from a grid into a point 

feature class. It used as a result of the distance weighted 

average for interpolating such values. 

 

 

 P = DESIRED POINT 

 Q = Known Points (four closest pixels) 

 R = Point on the line with the known points 

 

If we are given four (x,y) points such that 

f(xl,yl) = zl         f(xl,y2) = z2 

f(x2,yl) = z3           f(x2,y2) = z4 

and  

x2 > xl 

y2 > yl 

  then we can solve for a function in four unknown 

coefficients. There are an infinite number of such 

equations, but the most simple candidate is 

 

z = ax + bx + cxy + d 

so the system to solve for a, b, c and d is 

axl + byl + cxlyl + d = zl 

axl + by2 + cxly2 + d = z2 

 ax2 + byl + cx2yl + d = z3 

ax2 + by2 + cx2y2 + d = z4 

We could solve this directly for a, b, c and d, but we can 

get a more simple solution by scaling x and y, like this 

T=(x-x1)/(x2-x1)   and U=(y-y1)/(y2-y1) 

 

With this scaling, t = 0 when x = xl and t = l when x = 

x2. Similarly, u = 0 when y = yl and u = l when y 

= y2. This equation system to solve simplifies to this: 

 

d = zl 

b + d = z2 or a = z3 - zl b = z2 - zl 

a + d = z3 

a + b + c + d = z4  c = zl - z2 - z3 + z4 d = zl 

 

So the equation to estimate z in terms of t and u is   

 z = (z3 - zl)t + (z2 - zl)u + (zl - z2 - z3 + z4)ut + zl 

We can expand this equation, collect on zl, z2, z3 and z4, 

and further factor that result to get 

z = zl(l-u)(l-t) + z2u(l-t) + z3t(l-u) + z4ut 

 

C.Sharpening Spatial Filter 

   

        Sharpening spatial filter which is like high pass 

filter .It is a form of FIR filtering. The filter is actually a 

mask of weights arranged in a rectangular pattern, The 

sharpening spatial filtering is mainly used for smoothing 

and sharpening. It Highlight transitions in intensities. 

The Edges are mainly used in image analysis for finding 

region boundaries. The Edges are pixels where values 

change abruptly. The Sharpening – Image details can be 

enhanced by adding the edges to the input image For 

image functions f (x; y) partial derivatives may be 

approximated by differences A change can be described 

by a gradient that pointing in the direction of the largest 

growth of the image function 
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From the above Image we explain the following points 

 Define a center point (x; y). 

 Perform an operation that involves only 

The pixels in a predefined 

               Neighborhood. 

 Result of the operation response of the 

Process at that point. 

 Repeat the process for every pixel in the 

Image. 

 Output is a function of a pixel value and its 

neighbours. 

 Possible operations are: sum, weighted sum, 

average, weighted average, min, max, median,. 

 

In the sharpening spatial filter the neighbourhood and          

kernel(mask) is used. the neighbourhood operation is to 

multiply each of the pixels in the neighbourhood by a 

weight and add them together .The local weights are 

sometimes called a mask or kernel . 

 

The neighbourhood operation is done by the formula 

used over here 

 

 

F(x-1,y-1) F(x-1,y) F(x-1,y+1) 

  F(x,y-1) F( x,y ) F(x,y+1) 

F(x+1,y-1) F(x+1,y) F(x,y+1) 

 

W(-1,0) W(-1,1) W(-1,1)) 

W(0,0) W(0,1) W(0,1) 

W(1,0) W(1,1) W(1,1) 

 

 

  g(x,y)= 


k

kj

k

kj

w(i,j).f(x+i,y+j) 

 

For Convolution - the same as correlation except that 

filter kernel W is rotated for 180 degrees. The 

convolution is indicated by (*). 

 

The local neighbourhood is used for the Pixels in the 

neighbourhood are correlated. Rectangular 

neighbourhoods are often used with an odd number of 

pixels in rows and columns, enabling specification of the 

central pixel of the neighbourhood .Different 

neighbourhood sizes: 3x3, 5x5, 11x3,...,2n+1x2m+1. The 

choice of size and shape (rectangular, circular,...) of the 

neighbourhood depends on the size of the objects in the 

image. In spatial filter we use smoothing filter to give 

smoothness for the image.                                                                                                

 In  register bank we just store the gray scale image in a 8 

bit register and we use further processs using linebuffer 

which is a data structure that holds a fixed amount of 

data in a serial fashion, The oldest data data gets 

discarded as new data is added. 

E.Block Diagram 
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The input gray scale image is given to the matlab from 

image to text. The text image is given to register bank to 

store the image. The coding is given to the sharp filter 

and edge detector. The edge detector identifies the 

horizontal and vertical gradient. The gradient gets added   

to form the edges in a image. The sharp filter actually a 

mask of weights arranged in a rectangular pattern, It is 

mainly used for smoothing and sharpening. The image is 

given to pipeline stages to speed up the process. The 

output is given to the multiplexer. The multiplexer 

combines the both two output. The multiplexed output is 

given to the bilinear interpolation. The bilinear 

interpolation is used to upscaling or image zooming. 

Finally the image is zoomed by bilinear interpolation. 

The image text is converter to image using matlab. 

Finally output image is obtained. 

 

The Input Gray Scale Image: 

 

 

 

The Image is Converted to Text  Using Matlab: 

 

 

 

 

 

 

 

 

 

The output text is : 

 

                                                                                                                        

The Text Processed by VHDL: 

 

The output text is converted to image using matlab: 
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RESULT: 

Image Scalar:  

 

 

 

 

 

Bilin

ear 

Resu

lt: 

 

Bilinear Result 

Logic 

Utilization 
Used Available Utilization 

Number of 

Slices 
243 3584 6% 

Number of 

Slice Flip 

Flops 

327 7168 4% 

Number of 

4 input 

LUTs 

476 7168 6% 

Number of 

bonded 

IOBs 

5 141 3% 

Number of 

GCLKs 
1 8 12% 

 

Timing Summary: 

 

Frequency 355 MHz 

Minimum input arrival time 2.145 ns 

Maximum input arrival time 2.053ns 

 

 

V.CONCLUSION 

   In this work adaptive edge enhanced image scalar is 

developed, which offers low complexity, low power and 

low memory requirement and high speed. In this work 

extra pipelines are introduced at the end of gradient 

based edge detector, sharpening filer (2D-Convolution 

filter). These pipelining offers reduced critical path, and 

hence improve the speed of circuit operation. In this 

work the area and delay are calculated. Edge detector 

occupies 170 logic gates and offers a delay of 3.225ns, 

Sharpening filter occupies 256 logic gates and offers a 

delay of 1.23ns, and bilinear transform offers a delay of 

9.008ns with 6290logic gates. The total area and delay 

are 6716 logic gates and delay of 9.008ns. The design 

was simulated using the industry leading simulator 

ModelSim 6.2c from Mentor Graphics, Inc. This design 

was synthesized to Xilinx Spartan series 
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